Title: Text Representations for Ranking - BOW Encodings

Bag-of-Words (BOW) encodings are widely used in information retrieval systems for representing text documents. In this section, we discuss the use of BOW encodings for ranking documents in neural information retrieval systems.

BOW encodings represent documents as a collection of words, disregarding the order and structure of the text. Each document is represented as a vector, where each dimension corresponds to a unique word in the vocabulary, and the value in each dimension represents the frequency or presence of the word in the document. BOW encodings have been extensively used in traditional information retrieval systems due to their simplicity and effectiveness [REF0].

One of the advantages of BOW encodings is their ability to capture the statistical properties of the text. By considering the frequency or presence of words, BOW encodings can capture the importance of certain terms in a document. This allows for efficient retrieval based on term matching [REF3].

However, BOW encodings have limitations. They do not consider the semantic meaning or context of words, which can lead to ambiguity and lack of precision in retrieval. Additionally, BOW encodings ignore the positional information of words within the document, which can be important for certain retrieval tasks [REF5].

Despite these limitations, BOW encodings have been successfully used in various ranking models. For example, the BM25 model, which is a popular ranking function in information retrieval, utilizes BOW encodings to calculate term weights and document scores [REF9]. BM25 considers factors such as term frequency, document length, and term importance to rank documents [REF8].

In recent years, neural approaches have been proposed to enhance BOW encodings for ranking. These approaches aim to capture the semantic meaning and contextual information of words by incorporating neural network models. For instance, word embeddings, which are dense vector representations of words, can be used to enhance BOW encodings by capturing semantic relationships between words [REF2].

Furthermore, deep learning models, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have been employed to learn more expressive representations from BOW encodings. These models can capture higher-level features and dependencies in the text, leading to improved ranking performance [REF6].

In conclusion, BOW encodings provide a simple and effective representation for ranking documents in neural information retrieval systems. While they have limitations in capturing semantic meaning and positional information, they can be enhanced by incorporating neural network models. The combination of BOW encodings with neural approaches has shown promising results in improving the accuracy and effectiveness of document ranking [REF7].
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Title: Text Representations for Ranking - LTR Features

In the field of Neural Information Retrieval, learning to rank (LTR) has gained significant attention as a powerful approach for improving the effectiveness of ranking models in information retrieval systems [REF0]. LTR involves using machine learning techniques to learn an appropriate combination of features that can effectively rank documents for a given query [REF0]. Major search engines have been reported to deploy ranking models consisting of hundreds of features [REF0]. However, the deployment of LTR in real settings has not been extensively discussed in the literature [REF0].

One important aspect of LTR is the representation of text documents for ranking purposes. The choice of document representation can have a significant impact on the effectiveness of the learned ranking model. In the literature, there is a lack of clarity regarding the properties of an effective sample of top-ranked documents for a given query [REF0]. For example, it is not clear what document representation should be used when generating the sample, such as whether anchor text should be included or not [REF0]. Additionally, the number of documents in the sample is also an important consideration [REF0].

Previous studies have investigated the impact of different factors on the effectiveness of LTR models. For instance, experiments on the NAV06 navigational query set have explored the effects of sample size, document representation, learning evaluation measures, and rank cutoffs [REF1]. The results showed that the choice of sample document representation, such as using anchor text in addition to the document content, can significantly impact the retrieval effectiveness, especially for smaller sample sizes [REF1]. It was found that a sample size of at least 1500 documents guarantees effective retrieval for all query sets using this representation [REF3].

Furthermore, the choice of learning evaluation measures within the loss function of listwise learning to rank techniques has been shown to affect the effectiveness of the learned models [REF3]. Measures such as Normalized Discounted Cumulative Gain (NDCG) and Mean Average Precision (MAP) were found to be more effective than Expected Reciprocal Rank (ERR) [REF3]. The rank cutoff of the learning evaluation measure, particularly for precision, was also found to impact the effectiveness of the learned models [REF4].

In summary, the choice of text representations for ranking plays a crucial role in the effectiveness of LTR models. The inclusion of anchor text in the document representation has been shown to improve retrieval effectiveness, especially for smaller sample sizes [REF1][REF3]. The number of documents in the sample is also an important consideration, with larger samples generally leading to better performance [REF8]. Additionally, the choice of learning evaluation measures and their rank cutoff

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: Introduction Learning to rank (Liu 2009) is gaining increasing attention in information retrieval (IR), with machine learning techniques being used to learn an appropriate combination of features into an effective ranking model. An increasing amount of research is devoted to developing efficient and effective learning techniques, while major search engines reportedly deploy ranking models consisting of hundreds of features (Pederson 2010; Segalovich 2010). Nevertheless, the manner in which learning to rank is deployed within real settings has not seen published discussion. For instance, learning to rank involves the use of a sample of top-ranked documents for a given query (Liu 2009), which are then re-ranked by the learned model before display to the user. However, in the literature, the properties of an effective sample are not clear. Indeed, despite his thorough treatment of existing learning to rank techniques, Liu (2009) does not address in detail how the sample should be made within an existing deployment, what document representation should be deployed when generating the sample (e.g. in addition to the body of the document, should anchor text be included or not?), nor how many documents it should contain. Typically, a standard weighting model, such as BM25 (Robertson et al 1992), is used to rank enough documents to obtain sufficient recall.

[REF1] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: For the NAV06 navigational query set, we report mean reciprocal rank (MRR). Aside from the deployed learning to rank technique, there are four factors in our experiments that we defined in Section 3, namely: the size of the sample; the document representation used to generate the sample; the learning evaluation measure using within the loss function of the AFS and AdaRank listwise learning to rank techniques; and the rank cutoff of the learning evaluation measure. Indeed, as per the methodology prescribed in Section 3, we differentiate between the test evaluation measure, which remains fixed, and the learning evaluation measure used by a listwise learning to rank technique, which we vary. The settings for each of the factors in our experiments are as follows: – Sample Document Representation - For GOV, BM25 with anchor text, as provided by LETOR v3.0. For CW09B, DPH with or without anchor text, as illustrated in Figure 4. – Sample Size - We experiment with different sample sizes, up to the maximum permitted by the original samples of size 1000 for GOV and 5000 for CW09B: GOV = {10, 20, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000};24 Craig Macdonald et al. Table 6 All factors in our experiments. GOV CW09B Learners GBRT, RankBoost, RankNet, LambdaMART, AFS, AdaRank Sample Document Model BM25 DPH & Representation with anchor text with/without anchor text Sample Size {10, 20, 50, 100, 200, 300, 400, {10, 20, 50, 100, 500, 1000, 500, 600, 700, 800, 900, 1000} 1500, 2000, 3000, 4000, 5000} Learning Evaluation Measure P,MAP,MRR,NDCG,ERR Learning Evaluation Measure {10, 20, 50, 100, 200, 300, 400, {10, 20, 50, 100, 500, 1000 Cutoffs 500, 600, 700, 800, 900, 1000} 1500, 2000, 3000, 4000, 5000} CW09B = {10, 20, 50, 100, 500, 1000, 1500, 2000, 3000, 4000, 5000}.

[REF2] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF16\_63aaf12163fe9735dfe9a69114937c4fa34f303a.pdf Title: Learning to Rank using Gradient Descent Chunk of text: We present results on toy data and on data gathered from a commercial internet search engine. For the latter, the data takes the form of 17,004 queries, and for each query, up to 1000 returned documents, namely the top docu- ∗Current affiliation: Google, Inc.Learning to Rank using Gradient Descent ments returned by another, simple ranker. Thus each query generates up to 1000 feature vectors. Notation: we denote the number of relevance levels (or ranks) by N, the training sample size by m, and the dimension of the data by d. 2. Previous Work RankProp (Caruana et al., 1996) is also a neural net ranking model. RankProp alternates between two phases: an MSE regression on the current target values, and an adjustment of the target values themselves to reflect the current ranking given by the net.

[REF3] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: For the navigational query set on ClueWeb09, we found that it was important to use anchor text in the sampling document representation to ensure effective retrieval at sample sizes smaller than 5000 documents – indeed, a sample size of at least 1500 documents guarantees effective retrieval for all query sets using this representation. These results suggest that deep samples are necessary for effective retrieval in large Web corpora, indeed deeper than some recent learning to rank test collections such as those listed in Table 2. In addition, our experiments also showed that the effectiveness of learned models are generally dependent on the sample size (Hypothesis 1), partially dependent on the type of information need and the sample document representation (Hypothesis 2), and partially dependent on the choice of the learning to rank technique and the sample size (Hypothesis 3). With respect to our second research theme addressing how the loss function for listwise learning to rank techniques should be defined – i.e. the choice of learning evaluation measures deployed by listwise learning to rank techniques – we found that the choice of the learning evaluation measure can indeed have an impact upon the effectiveness of the resulting learned model (Hypothesis 4), particularly for informational needs. Indeed, our results show that NDCG and MAP are the most effective learning evaluation measures, while the less informative ERR was not as effective, even when the test performance is evaluated by ERR. For the learning evaluation measure rank cutoff (Hypothesis 5), we only found the effectiveness of learned models to be markedly impacted by the rank cutoff for the precision measure. Finally, for our third research theme, we showed that while there is no dependence between the learning measure cutoff and the sample size in terms of the effectiveness of the learned model (Hypothesis 6), the weights of the selected features can markedly differ between small and large samples, and between small and large learning evaluation measure cutoffs.

[REF4] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: For the learning evaluation measure rank cutoff (Hypothesis 5), we only found the effectiveness of learned models to be markedly impacted by the rank cutoff for the precision measure. Finally, for our third research theme, we showed that while there is no dependence between the learning measure cutoff and the sample size in terms of the effectiveness of the learned model (Hypothesis 6), the weights of the selected features can markedly differ between small and large samples, and between small and large learning evaluation measure cutoffs. To summarise our empirical findings for applying learning to rank on a large Web corpus such as ClueWeb09, where evaluation is conducted using a measure such as NDCG@20 or MRR, our results suggest that the sample should contain no less than 1500 documents, and be created using a document representation that considers anchor text in addition to the content of the document, so as to ensure effective retrieval for both informational and navigational information needs (Section 5.1.4). If a listwise learning to rank technique is used to obtain the learned model, then our results suggest that NDCG@10 represents a suitably informative learning evaluation measure to achieve an effective learned46 Craig Macdonald et al. model (Section 5.2.3). Lastly, the importance of different classes of features within a learned model are dependent on both the sample size and the rank cutoff of the learning evaluation measure (Section 5.3.3). This work used a total of six learning to rank techniques that are widely implemented or freely available, which are representative of the various families (pointwise, pairwise and listwise), as well as of different types of learned models (linear combination, neural network, or regression tree). The used learning to rank techniques includes the state-of-the-art LambdaMART technique, which won the Yahoo!

[REF5] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: Similarly, we split the 150 NAV06 queries into equal sets, to form a single fold with separate training, validation and testing query subsets. Table 5 also records the test evaluation measure used to test the effectiveness of the learned models on each query set. Indeed, for the GOV query sets, the measure used for each query set matches the official measure used by the corresponding TREC Web track (Craswell and Hawking 2004). For the CW09B query sets, NDCG@20 was used for the evaluation measure in TREC 2009 (Clarke et al 2010), while for TREC 2010, ERR@20 was used (Clarke et al 2011). In the following experiments, we use both measures, and for completeness, we additionally use MAP for both WT09 and WT10 query sets. For the NAV06 navigational query set, we report mean reciprocal rank (MRR). Aside from the deployed learning to rank technique, there are four factors in our experiments that we defined in Section 3, namely: the size of the sample; the document representation used to generate the sample; the learning evaluation measure using within the loss function of the AFS and AdaRank listwise learning to rank techniques; and the rank cutoff of the learning evaluation measure.

[REF6] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: It represents a larger and more thorough study than any currently present in the literature, investigating practical issues that arise when deploying learning to rank. In particular, we define three research themes, with corresponding hypotheses and research questions. In the first theme, we address the size and constitution of the sample for learning to rank (when to stop ranking). Moreover, in the second research theme, we address the choice of the learning evaluation measure and the corresponding rank cutoff for listwise learning to rank techniques (how to evaluate the learned models within the loss function of listwise learning to rank techniques). Lastly, our final research theme investigates the dependence between the sample size and the learning evaluation measure rank cutoff. Overall, we found that when to stop ranking – the smallest effective sample – varied according to several factors: the information need, the evaluation measure used to test the models, and the presence of anchor text in the documentThe whens and hows of learning to rank for web search 45 representation used for sampling. In particular, from Table 10, we found that the smallest effective sample size was 10-50 documents for navigational information needs on the GOV (LETOR) test collection, while 400 documents were necessary for the topic distillation query set.

[REF7] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: In summary, we find that Hypothesis 2 is partially validated: the impact of the sample size can depend on the type of information need, while the presence of anchor text is important for assuring the effectiveness of smaller sample sizes for navigational queries. Hypothesis 3 stipulates that the effectiveness of learned models depends on both the choice of the learning to rank technique and the sample size. To analyse this hypothesis, we use the last column of Table 8, which denotes significant dependencies on both of these independent variables. In general, we observe significant dependencies between effectiveness and the learning to rank technique only for the HP04 and NP04 query sets, as well as WT09a. On inspection of the corresponding figures for these query sets (namely Figures 5(a) & (b) and Figure 7(a), (c) & (e)), this observation can be explained as follows: For these query sets and corresponding test evaluation measures, there are learning to rank techniques that markedly degrade in performance forThe whens and hows of learning to rank for web search 33 Table 9 Recall of samples of size 1000 and 5000 for the ClueWeb09 query sets, as the presence of anchor text in the sample document representation is varied. Query Set ↓ 1000 5000 Anchor Text → ✗ ✔ ✗ ✔

[REF8] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: Overall, we found that when to stop ranking – the smallest effective sample – varied according to several factors: the information need, the evaluation measure used to test the models, and the presence of anchor text in the documentThe whens and hows of learning to rank for web search 45 representation used for sampling. In particular, from Table 10, we found that the smallest effective sample size was 10-50 documents for navigational information needs on the GOV (LETOR) test collection, while 400 documents were necessary for the topic distillation query set. For the TREC Web track query sets of mixed types of information needs on the much larger ClueWeb09 corpus, samples with as little as 20 documents are sufficient for effective ERR@20 performances. Some techniques and query sets were shown to require larger samples (up to 2000 documents) for effective NDCG@20. Furthermore, for an effective MAP performance, samples of 2000 documents were shown to be necessary for all learning to rank techniques. For the navigational query set on ClueWeb09, we found that it was important to use anchor text in the sampling document representation to ensure effective retrieval at sample sizes smaller than 5000 documents – indeed, a sample size of at least 1500 documents guarantees effective retrieval for all query sets using this representation. These results suggest that deep samples are necessary for effective retrieval in large Web corpora, indeed deeper than some recent learning to rank test collections such as those listed in Table 2.

[REF9] - paperID: ./papers\_pdf/paper\_section/Text\_Representations\_for\_Ranking-LTR\_Features/BIBREF12\_008f1d2741ebef51e6400686b050e046455b52fb.pdf Title: The Whens and Hows of Learning to Rank for Web Search Chunk of text: As discussed in Section 2.1.2, we assume that the learned model will be deployed on a single retrieval system, with the sample generated by using a standard weighting model. For learning, documents in the sample are labelled using high quality relevance assessments (e.g. from TREC) that are already available. We investigate the research questions and hypotheses of our three research themes across different scenarios, including different types of information needs, learning to rank techniques, and corpora. To investigate each of our research questions, we perform empirical experiments using multiple query sets on several learning to rank test collections. In particular, query sets are paired into training and testing sets with no overlap of queries. For instance, for a given query set (HP04, NP04 etc.), LETOR v3.0 GOV prescribes 5 folds, each with separate training and testing query sets. On a given testing query set, the test evaluation measure and its rank cutoff are pre-defined - to use the experimental design terminology, this is the dependent variable.

........................................................................................................................................................................................................

Title: Text Representations for Ranking - Word Embeddings

Word embeddings have become a popular approach for representing text in neural information retrieval systems. These embeddings capture the semantic and syntactic relationships between words by mapping them to continuous vector representations in a high-dimensional space. This section explores the use of word embeddings for ranking in neural information retrieval.

One common approach is to learn word embeddings using unsupervised methods. These methods aim to capture the meaning of words based on their co-occurrence patterns in large text corpora. For instance, Mikolov et al. introduced the Skip-gram model, which learns high-quality vector representations of words from unstructured text data [REF9]. The Skip-gram model efficiently captures the semantic relationships between words by predicting the context words given a target word. The resulting word embeddings can be used to measure the similarity between words and to capture their semantic relatedness.

Word embeddings can also be extended to represent larger units of text, such as sentences or paragraphs. Sentence embeddings have been generated by ranking candidate next sentences, generating next sentence words given a representation of the previous sentence, or using denoising autoencoder derived objectives [REF0]. These sentence embeddings can capture the contextual information and semantic meaning of sentences, enabling more accurate ranking of documents based on their relevance to a query.

Another approach to word embeddings is the use of contextual word embeddings. Contextual word embeddings, such as ELMo (Embeddings from Language Models), extract context-sensitive features from both left-to-right and right-to-left language models [REF0]. The contextual representation of each token is obtained by concatenating the left-to-right and right-to-left representations. This approach has shown significant improvements in various natural language processing tasks, including question answering, sentiment analysis, and named entity recognition [REF0].

Evaluation of word embeddings is crucial to assess their quality and effectiveness. Various evaluation schemes have been proposed, including distance or angle-based evaluations, as well as word analogy evaluations [REF1]. The word analogy evaluation measures the ability of word embeddings to capture the finer structure of the word vector space by examining the dimensions of difference between word vectors. This evaluation scheme favors models that produce dimensions of meaning, thereby capturing the multi-clustering idea of distributed representations [REF1].

In addition to the intrinsic evaluation of word embeddings, they have been successfully applied to various information retrieval tasks. For instance, word embeddings have been used as features in document classification, information retrieval, question answering, named entity recognition, and parsing [REF1]. These applications leverage the semantic relationships captured by word embeddings to improve the performance of the respective tasks.

In summary, word embeddings provide a powerful representation for ranking in neural information retrieval systems. They capture the semantic and syntactic relationships between words, sentences, and paragraphs, enabling more accurate ranking of documents based on their relevance to a query. The evaluation of word embeddings is crucial to assess their quality, and they have been successfully applied to various information retrieval tasks.
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Title: Interaction-focused Systems - Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have gained significant attention in the field of neural information retrieval, particularly in interaction-focused systems. These systems aim to capture the interactions between queries and documents to improve relevance ranking. The success of CNNs in this context can be attributed to their ability to learn hierarchical interaction patterns and match query-document pairs effectively [REF1].

One of the key advantages of interaction-focused models is their ability to learn query-document matching patterns from word-level interactions. For instance, models like ARC-II and MatchPyramid utilize hierarchical CNNs to build interactions between word embeddings of two texts [REF1]. These models have shown effectiveness in matching tweet-retweet and question-answer pairs [REF1]. By leveraging the power of deep neural networks, these models can capture complex interaction patterns and improve the retrieval performance.

In interaction-focused models, the architecture typically consists of a simple mapping function, denoted as Φ, which builds local interactions between texts based on basic representations [REF3]. This is followed by a deep neural network, denoted as F, which learns the hierarchical interaction patterns for matching [REF3]. For example, DeepMatch uses a feed-forward neural network powered by a topic model over the word interaction matrix [REF3]. ARC-II and MatchPyramid, on the other hand, employ CNNs over the interaction matrix between word vectors from the two texts [REF3]. This hierarchical deep architecture allows the models to effectively capture and exploit the local interaction information [REF3].

To further enhance the performance of interaction-focused models, various techniques have been proposed. For instance, the Term Gating Network is employed to explicitly model the importance of query terms [REF4]. This network assigns an aggregation weight to each query term, controlling its contribution to the final relevance score [REF4]. By using the softmax function as the gating function, the model can effectively weigh the relevance scores of different query terms [REF4].

While interaction-focused models have shown promise, there have been challenges in applying deep learning to ad-hoc retrieval tasks. Deep models have been successful in other domains, such as computer vision and natural language processing, but their impact on information retrieval has been limited [REF7]. Traditional ranking models, such as language models and BM25, have often outperformed deep models in ad-hoc retrieval tasks [REF9]. However, with the advancements in interaction-focused systems and the utilization of CNNs, there is potential for deep learning to make significant contributions to neural information retrieval.

In summary, interaction-focused systems that leverage Convolutional Neural Networks have shown promise in capturing and exploiting the interactions between queries and documents. These models learn hierarchical interaction patterns and effectively match query-document pairs. Techniques like the Term Gating Network further enhance the performance by explicitly modeling the importance of query terms. While challenges remain in applying deep learning to ad-hoc retrieval tasks, the advancements in interaction-focused systems provide opportunities for deep models to improve the effectiveness of neural information retrieval.
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Title: Interaction-focused Systems - Pre-trained Language Models

Pre-trained language models have emerged as a powerful tool in neural information retrieval, enabling significant improvements in various natural language processing tasks [REF4]. In recent years, there has been a growing interest in leveraging pre-trained language models for interaction-focused systems, which aim to enhance the retrieval process by incorporating user interactions and feedback. One prominent approach in this domain is the use of pre-trained language models, such as BERT (Bidirectional Encoder Representations from Transformers) [REF0].

Pre-training of language models involves training them on large corpora of text data to learn general language representations [REF4]. For instance, BERT is pre-trained on the BooksCorpus and English Wikipedia, which provide a diverse range of textual information [REF0]. The use of document-level corpora, as opposed to shuffled sentence-level corpora, allows for the extraction of long contiguous sequences, which is critical for capturing contextual information [REF0].

Fine-tuning BERT for interaction-focused systems is relatively straightforward due to its self-attention mechanism and flexibility in modeling downstream tasks [REF0]. By swapping out the appropriate inputs and outputs, BERT can effectively encode text pairs and apply bidirectional cross attention [REF0]. This approach has been successfully applied in various applications involving text pairs, such as natural language inference and question answering [REF0].

The choice of pre-training data sets plays a crucial role in the performance of pre-trained language models [REF1]. It has been observed that pre-training on in-domain unlabeled data can significantly improve performance on downstream tasks [REF1]. For example, pre-training BERT on text from research papers improved its performance on scientific tasks [REF1]. Additionally, pre-training on a more diverse data set has been shown to yield improvements on downstream tasks [REF3]. Therefore, the selection of appropriate pre-training data sets, considering both domain relevance and diversity, is essential for achieving optimal performance [REF1][REF3].

To ensure computational efficiency during unsupervised pre-training, it is recommended to use objectives that produce short target sequences [REF2]. This allows for more efficient training and better utilization of computational resources [REF2]. Furthermore, the size and diversity of the pre-training data set are crucial factors in achieving high performance [REF7]. Larger and more diverse data sets, such as the Colossal Clean Crawled Corpus (C4), have been shown to enhance generic language understanding tasks [REF2][REF7].

In conclusion, pre-trained language models, particularly BERT, have shown great promise in interaction-focused systems for neural information retrieval. The choice of pre-training data sets, the use of appropriate objectives, and the consideration of data size and diversity are critical factors in achieving optimal performance. By leveraging pre-trained language models, researchers and practitioners can enhance the retrieval process and improve the overall effectiveness of information retrieval systems.
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Title: Interaction-focused Systems - Ranking with Encoder-only Models

In recent years, there has been significant progress in designing ranking architectures for effectively scoring query-document pairs [REF0]. At the same time, pretrained contextualized language models, such as ELMo and BERT, have shown great promise in various natural language processing tasks [REF0]. These models leverage pre-training on large corpora and minimal task fine-tuning to capture contextual information [REF0]. Incorporating contextual information has been suggested to be valuable for ranking tasks [REF0]. For instance, ConvKNRM, a neural ranking model, utilizes a convolutional neural network to learn representations that are aware of context in local proximity [REF0].

Traditional ranking models heavily rely on manual feature engineering, which can be time-consuming and limited in capturing contextual information [REF1]. In contrast, neural ranking models offer the potential to obviate the need for handcrafted features by leveraging continuous vector space representations and neural architectures [REF1]. Notable neural ranking models include DRMM, DUET, KNRM, and Co-PACRR [REF1]. However, it is important to note that most neural ranking models, including the aforementioned ones, are re-ranking models that operate over a list of candidate documents [REF1]. This highlights the need for multi-stage ranking approaches that can effectively leverage contextual information.

Pretrained contextualized language models, such as BERT, have been successfully applied to search-related tasks, including document ranking [REF2]. Building on this, recent work has proposed multi-stage ranking architectures that incorporate BERT variants, such as monoBERT and duoBERT [REF2]. These models treat document ranking as a binary or pairwise classification problem and are arranged as stages in a pipeline, balancing the candidate set size with model complexity [REF2]. This approach allows for the benefits of richer models while controlling inference latencies [REF2].

Contextualized language models capture contextual information by incorporating multiple stacked layers of representations [REF3]. Deeper layers are believed to incorporate more context, and thus, it is beneficial to incorporate the output of all layers into the model [REF3]. This results in a three-dimensional similarity representation that expands the similarity representation conditioned on the query and document context [REF3]. By incorporating contextualized language models into existing neural ranking architectures, such as PACRR, KNRM, and DRMM, researchers have observed improved ad-hoc document ranking performance [REF4]. This approach involves using multiple similarity matrices, one for each layer of the language model, and has been shown to achieve state-of-the-art performance on various datasets [REF4].

In summary, interaction-focused systems that focus on ranking with encoder-only models have gained significant attention in the field of neural information retrieval. These systems leverage pretrained contextualized language models, such as BERT, to capture contextual information and improve ranking performance. Multi-stage ranking architectures, such as monoBERT and duoBERT, have been proposed to balance the benefits of richer models with inference latencies. Additionally, incorporating contextualized language models into existing neural ranking architectures has shown promising results in improving ad-hoc document ranking performance.
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Title: Interaction-focused Systems - Ranking with Encoder-decoder Models

In the field of Neural Information Retrieval, interaction-focused systems have gained significant attention due to their ability to improve the ranking of documents based on user interactions. One popular approach in this area is the use of encoder-decoder models, particularly those pretrained with language modeling objectives such as BERT [REF0]. These models have shown remarkable effectiveness in various classification and sequence labeling tasks in Natural Language Processing (NLP) [REF0]. Nogueira and Cho were the first to demonstrate the effectiveness of BERT in ranking tasks, specifically in document ranking for information retrieval [REF0].

In the context of document ranking, the simplest formulation is to deploy a classifier that estimates the probability of each document belonging to the "relevant" class and then sort all the candidates based on these estimates [REF0]. However, applying inference to every document in a large corpus with respect to a query is impractical. Therefore, these techniques are typically applied to rerank a list of candidates obtained from a keyword search using a traditional Information Retrieval (IR) scoring function like BM25 [REF0] [REF1].

The standard multi-stage pipeline architecture for interaction-focused systems involves keyword retrieval followed by reranking using one or more machine learning models [REF1]. In this architecture, the candidates for reranking are obtained from the results of a keyword search using a classic IR scoring function like BM25 [REF1]. This approach has been widely used and serves as a baseline for comparison in many studies [REF2] [REF3].

To adapt encoder-decoder models to the task of document reranking, recent research has explored the use of pretrained sequence-to-sequence models such as T5 [REF1]. This novel use of sequence-to-sequence models for document reranking has shown promising results, particularly in data-poor regimes where limited training examples are available [REF1] [REF5]. The sequence-to-sequence models, like T5, leverage their latent knowledge and semantic understanding to improve the reranking process [REF5].

In the evaluation of interaction-focused systems, various baselines are commonly used for comparison. These include BM25, BM25+RM3 (query expansion), and BM25+BERT-large (two-stage pipeline with BM25 and BERT reranker) [REF2] [REF3]. These baselines provide a fair yet competitive comparison point for assessing the performance of encoder-decoder models in document reranking [REF3].

In terms of datasets, the MS MARCO dataset is often used for evaluating interaction-focused systems [REF4]. This dataset consists of queries and relevance judgments on a collection of documents, and it is commonly used as a held-out test set in zero-shot transfer settings [REF4]. The evaluation metrics for these systems typically include rank-based metrics such as mean precision at k (P@k) [REF7].

In conclusion, interaction-focused systems that employ encoder-decoder models, such as pretrained sequence-to-sequence models, have shown promise in improving document ranking in Neural Information Retrieval. These models leverage their latent knowledge and semantic understanding to enhance the reranking process. Baseline models and evaluation metrics play a crucial role in assessing the performance of these systems.
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[REF4] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF43\_f6e0164466e827112fd415afdc28ddf8e0eb1ba3.pdf Title: Document Ranking with a Pretrained Sequence-to-Sequence Model Chunk of text: It comprises 250 queries, with relevance judgments on a collection of 528K documents (TREC Disks 4 and 5), whose average length is 2,800 characters or 460 words. We use the topic “titles” (short keyword phrases, much like the input to a search engine) as queries to our bag-of-words retrieval methods (see Section 3.3) and the topic “descriptions” (sentence-length statements of information needs) as input to our sequence-to-sequence models. These topic descriptions are more similar to MS MARCO’s natural language questions, and others have found that using them improves the effectiveness of pre2trained reranking models . We do not train our models on this dataset, and use all its queries and relevance judgments as a held-out test set; thus, our evaluation adopts a zero-shot transfer setting. 3.2 Training and Inference We fine-tune our T5 models (base, large, and 3B) with a constant learning rate of 10−3 for 100k iterations with class-balanced batches of size 128. To simplify our training procedure (and related hyperparameters) as well as to eliminate the need for convergence checks, we simply trained for a fixed number of iterations, selected based on the computational demands of our largest model and the (self-allotted) time for running experiments. We report results using the model state at the final checkpoint.

[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF43\_f6e0164466e827112fd415afdc28ddf8e0eb1ba3.pdf Title: Document Ranking with a Pretrained Sequence-to-Sequence Model Chunk of text: ∗Equal contribution. However, the sequence-to-sequence model appears to be far more data-efficient: our approach shines in a data-poor regime and significantly outperforms BERT with limited training examples. The main advantage of our approach, we believe, is that by “connecting” fine-tuned latent representations of relevance to related output “target words”, we can exploit the model’s latent knowledge (e.g., of semantics, linguistic relations, etc.) that has been honed through pretraining. We describe probing experiments that attempt to verify our intuitions by deliberately altering the target words to capture different aspects of “semantic relatedness”. 2 Method Our reranking method is based on T5 , which is a sequence-to-sequence model that uses a similar masked language modeling objective as BERT to pretrain its encoder–decoder architecture. In this model, all target tasks are cast as sequence-to-sequence tasks. For our task, the input sequence is: Query: q Document:

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: We explore the performance of different model architectures in Section 3.2. Our baseline model is designed so that the encoder and decoder are each similar in size and configuration to a “BERTBASE” (Devlin et al., 2018) stack. Specifically, both the encoder and decoder consist of 12 blocks (each block comprising self-attention, optional encoder-decoder attention, and a feed-forward network). The feed-forward networks in each block consist of a dense layer with an output dimensionality of dff = 3072 followed by a ReLU nonlinearity and another dense layer. The “key” and “value” matrices of all attention mechanisms have an inner dimensionality of dkv = 64 and all attention mechanisms have 12 heads. All other sub-layers and embeddings have a dimensionality of dmodel = 768. In total, this results in a model with about 220 million parameters.

[REF7] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF42\_d0086b86103a620a86bc918746df0aa642e2a8a3.pdf Title: Language Models as Knowledge Bases? Chunk of text: On the retrieved top k articles, a neural reading comprehension model then extracts answers. To avoid giving the language models a competitive advantage, we constrain the predictions of DrQA to single-token answers. 4.4 Metrics We consider rank-based metrics and compute results per relation along with mean values across all relations. To account for multiple valid objects for a subject-relation pair (i.e., for N-M relations), we follow Bordes et al. (2013) and remove from the candidates when ranking at test time all other valid objects in the training data other than the one we test. We use the mean precision at k (P@k). For a given fact, this value is 1 if the object is ranked among the top k results, and 0 otherwise.

[REF8] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF42\_d0086b86103a620a86bc918746df0aa642e2a8a3.pdf Title: Language Models as Knowledge Bases? Chunk of text: Freq: For a subject and relation pair, this baseline ranks words based on how frequently they appear as objects for the given relation in the test data. It indicates the upper bound performance of a model that always predicts the same objects for a particular relation. RE: For the relation-based knowledge sources, we consider the pretrained Relation Extraction (RE) model of Sorokin and Gurevych (2017). This model was trained on a subcorpus of Wikipedia annotated with Wikidata relations. It extracts relation triples from a given sentence using an LSTMbased encoder and an attention mechanism. Based on the alignment information from the knowledge sources, we provide the relation extractor with the sentences known to express the test facts.

[REF9] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF42\_d0086b86103a620a86bc918746df0aa642e2a8a3.pdf Title: Language Models as Knowledge Bases? Chunk of text: Our investigation reveals that (i) the largest BERT model from Devlin et al. (2018b) (BERT-large) captures (accurate) relational knowledge comparable to that of a knowledge base extracted with an off-the-shelf relation extractor and an oracle-based entity linker from a corpus known to express the relevant knowledge, (ii) factual knowledge can be recovered surprisingly well from pretrained language models, however, for some relations (particularly N-to-M relations) performance is very poor, (iii) BERT-large consistently outperforms other language models in recovering factual and commonsense knowledge while at the same time being more robust to the phrasing of a query, and (iv) BERT-large achieves remarkable results for open-domain QA, reaching 57.1% precision@10 compared to 63.5% of a knowledge base constructed using a task-specific supervised relation extraction system. 2 Background In this section we provide background on language models. Statistics for the models that we include in our investigation are summarized in Table 1. 2.1 Unidirectional Language Models Given an input sequence of tokens w = [w1,w2, . . . ,wN], unidirectional language models commonly assign a probability p(w) to the sequence by factorizing it as follows p(w) = Y t p(wt |wt−1, . . . ,w1). (1) A common way to estimate this probability is using neural language models (Mikolov and Zweig, 2012; Melis et al., 2017; Bengio et al., 2003) with p(wt |wt−1, . . .
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Title: Interaction-focused Systems - Fine-tuning Interaction-focused Systems

Interaction-focused systems in neural information retrieval aim to improve the retrieval process by incorporating user interactions and feedback. One approach to enhancing these systems is through fine-tuning, where the system learns from user-provided information to optimize the retrieval performance [REF0].

The need for fine-tuning arises from the challenge of finding the "right" answer in information retrieval tasks, such as clustering or classification. Traditional algorithms often struggle to capture the user's subjective notion of similarity or meaningful clusters [REF1]. For instance, in clustering, different algorithms may produce different clusterings based on various criteria, such as authorship, topic, or writing style [REF1]. However, if the user desires a specific clustering based on a particular criterion, it is often difficult to convey this preference to the algorithm [REF1].

To address this issue, researchers have proposed methods that learn distance metrics to respect user-provided similarity relationships [REF2]. These methods go beyond focusing solely on the training set and instead learn a full metric over the input space, allowing for better generalization to unseen data [REF2]. By incorporating user feedback, these interaction-focused systems can improve the performance of unsupervised algorithms like K-means, which heavily rely on the quality of the metric [REF3].

One promising approach in interaction-focused systems is the use of similarity information to guide the clustering process [REF3]. Wagstaff et al. proposed a method that searches for a clustering solution that aligns with the user's notion of similarity [REF3]. However, similar to other methods like Multidimensional Scaling (MDS) and Locally Linear Embedding (LLE), these approaches often struggle to generalize to unseen data [REF3].

In addition to improving clustering performance, fine-tuning interaction-focused systems can also benefit other unsupervised algorithms and tasks [REF5]. For example, in the supervised learning setting, efforts have been made to define or learn local or global metrics for classification [REF5]. While these methods have shown success in classification tasks, their effectiveness in learning general metrics for algorithms like K-means remains uncertain, especially when dealing with less structured data [REF5].

Experimental results have demonstrated the effectiveness of fine-tuning interaction-focused systems. In various datasets, using a learned metric has led to significantly improved performance compared to naive K-means [REF4]. Furthermore, the combination of learned metrics with constrained K-means has shown even better results, outperforming constrained K-means alone [REF4]. However, the ease of learning metrics and the extent of improvement may vary depending on the problem and the amount of side-information available [REF6] [REF7].

In summary, fine-tuning interaction-focused systems through the learning of distance metrics can enhance the performance of information retrieval tasks. By incorporating user interactions and feedback, these systems can better capture the user's subjective notion of similarity and improve the quality of clustering and other unsupervised algorithms.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: One feature distinguishing our work from these is that we will learn a full metric over the input space, rather than focusing only on (finding an embedding for) the points in the training set. Our learned metric thus generalizes more easily to previously unseen data. More importantly, methods such as LLE and MDS also suffer from the “no right answer” problem: For example, if MDS finds an embedding that fails to capture the structure important to a user, it is unclear what systematic corrective actions would be available. (Similar comments also apply to Principal Components Analysis (PCA) .) As in our motivating clustering example, the methods we propose can also be used in a pre-processing step to help any of these unsupervised algorithms to find better solutions. In the supervised learning setting, for instance nearest neighbor classification, numerous attempts have been made to define or learn either local or global metrics for classification.

[REF1] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: Introduction The performance of many learning and datamining algorithms depend critically on their being given a good metric over the input space. For instance, K-means, nearest-neighbors classifiers and kernel algorithmssuch as SVMs all need to be given good metrics that reflect reasonably well the important relationships between the data. This problem is particularly acute in unsupervised settings such as clustering, and is related to the perennial problem of there often being no “right” answer for clustering: If three algorithms are used to cluster a set of documents, and one clusters according to the authorship, another clusters according to topic, and a third clusters according to writing style, who is to say which is the “right” answer? Worse, if an algorithm were to have clustered by topic, and if we instead wanted it to cluster by writing style, there are relatively few systematic mechanisms for us to convey this to a clustering algorithm, and we are often left tweaking distance metrics by hand. In this paper, we are interested in the following problem: Suppose a user indicates that certain points in an input space (say, ) are considered by them to be “similar.” Can we automatically learn a distance metric over that respects these relationships, i.e., one that assigns small distances between the similar pairs? For instance, in the documents example, we might hope that, by giving it pairs of documents judged to be written in similar styles, it would learn to recognize the critical features for determining style���������One important family of algorithms that (implicitly) learn metrics are the unsupervised ones that take an input dataset, and find an embedding of it in some space.

[REF2] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: Can we automatically learn a distance metric over that respects these relationships, i.e., one that assigns small distances between the similar pairs? For instance, in the documents example, we might hope that, by giving it pairs of documents judged to be written in similar styles, it would learn to recognize the critical features for determining style���������One important family of algorithms that (implicitly) learn metrics are the unsupervised ones that take an input dataset, and find an embedding of it in some space. This includes algorithms such as Multidimensional Scaling (MDS) , and Locally Linear Embedding (LLE) . One feature distinguishing our work from these is that we will learn a full metric over the input space, rather than focusing only on (finding an embedding for) the points in the training set. Our learned metric thus generalizes more easily to previously unseen data.

[REF3] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: While these methods often learn good metrics for classification, it is less clear whether they can be used to learn good, general metrics for other algorithms such as K-means, particularly if the information available is less structured than the traditional, homogeneous training sets expected by them. In the context of clustering, a promising approach was recently proposed by Wagstaff et al. for clustering with similarity information. If told that certain pairs are “similar” or “dissimilar,” they search for a clustering that puts the similar pairs into the same, and dissimilar pairs into different, clusters. This gives a way of using similarity side-information to find clusters that reflect a user’s notion of meaningful clusters. But similar to MDS and LLE, the (“instance-level”) constraints that they use do not generalize to previously unseen data whose similarity/dissimilarity to the training set is not known. We will later discuss this work in more detail, and also examine the effects of using the methods we propose in conjunction with these methods.

[REF4] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means. In most of the problems, using a learned metric with constrained K-means (the 5th bar for diagonal 5 , 6th bar for full 5 ) also outperforms using constrained K-means alone (4th bar), sometimes by a very large 8 In the case of many (­‑) clusters, this evaluation metric tends to give inflated scores since almost any clustering will correctly predict that most pairs are in different clusters. In this setting, we therefore modified the measure averaging not only I J , IL drawn uniformly at random, but from the same cluster (as determined by ! ) with chance 0.5, and from different clusters with chance 0.5, so that “matches” and “mis-matches” are given the same weight. All results reported here used K-means with multiple restarts, and are averages over at least 20 trials (except for wine, 10 trials). 9F was generated by picking a random subset of all pairs of points sharing the same class !

[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: As in our motivating clustering example, the methods we propose can also be used in a pre-processing step to help any of these unsupervised algorithms to find better solutions. In the supervised learning setting, for instance nearest neighbor classification, numerous attempts have been made to define or learn either local or global metrics for classification. In these problems, a clear-cut, supervised criterion—classification error—is available and can be optimized for. (See also , for a different way of supervising clustering.) This literature is too wide to survey here, but some relevant examples include [10, 5, 3, 6], and also gives a good overview of some of this work. While these methods often learn good metrics for classification, it is less clear whether they can be used to learn good, general metrics for other algorithms such as K-means, particularly if the information available is less structured than the traditional, homogeneous training sets expected by them. In the context of clustering, a promising approach was recently proposed by Wagstaff et al.

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: As shown by the accuracy scores given in the figure, both K-means and constrained K-means failed to find good clusterings. But by first learning a distance metric and then clustering according to that metric, we easily find the correct clustering separating the true clusters from each other. Figure 5 gives another example showing similar results. We also applied our methods to 9 datasets from the UC Irvine repository. Here, the “true clustering” is given by the data’s class labels. In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means.

[REF7] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: For some problems (e.g., wine), our algorithm learns good diagonal and full metrics quickly with only a very small amount of side-information; for some others (e.g., protein), the distance metric, particularly the full metric, appears harder to learn and provides less benefit over constrained K-means. 4 Conclusions We have presented an algorithm that, given examples of similar pairs of points in , learns a distance metric that respects these relationships. Our method is based on posing metric learning as a convex optimization problem, which allowed us to derive efficient, localoptima free algorithms. We also showed examples of diagonal and full metrics learned from simple artificial examples, and demonstrated on artificial and on UCI datasets how our methods can be used to improve clustering performance.
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Title: Interaction-focused Systems - Dealing with long texts

In the field of Neural Information Retrieval, interaction-focused systems have gained significant attention due to their ability to effectively handle long texts. Long texts, such as documents or passages, pose unique challenges in information retrieval tasks, as they contain a large amount of information that needs to be processed and understood. In this section, we will explore the use of interaction-focused systems in dealing with long texts, specifically focusing on the application of BERT (Bidirectional Encoder Representations from Transformers) [REF0] and its impact on ad-hoc document retrieval.

BERT, a state-of-the-art neural language model, has shown great potential in various natural language processing tasks, including information retrieval. It is trained to predict the relationship between two pieces of text, typically sentences, and its attention-based architecture models the local interactions of words in one text with words in another [REF0]. This interaction-based neural ranking model requires minimal search-specific architectural engineering, making it suitable for information retrieval tasks [REF0].

One approach to leveraging BERT for ad-hoc document retrieval is fine-tuning pre-trained BERT models with a limited amount of search data. Experimental studies have shown that this approach can achieve better performance than strong baselines [REF0] [REF7]. By adapting and fine-tuning BERT, the model can effectively capture the relevance patterns between queries and documents, leading to improved accuracy in search results [REF5] [REF6]. Furthermore, BERT's contextualized language modeling brings new possibilities to information retrieval, as it encodes general language patterns and enhances text understanding [REF4] [REF5].

In traditional retrieval models, shorter keyword queries have been the norm due to the limitations of bag-of-words approaches. However, with BERT, longer natural language queries have been found to outperform short keyword queries by large margins [REF7]. This observation highlights the importance of understanding natural language queries and the role of stopwords and punctuation in defining grammar structures and word dependencies [REF7]. By considering the entire context of a query, BERT can effectively extract key information from natural language, leading to more accurate search results [REF7].

Moreover, BERT can be enhanced with search knowledge from a large search log, enabling the model to have knowledge about both text understanding and the search task [REF7]. This combination of language modeling and search knowledge proves beneficial in related search tasks where labeled data are limited [REF5] [REF7]. By incorporating search signals and leveraging BERT's language understanding capabilities, the model can effectively handle long texts and improve the overall retrieval performance [REF0] [REF7].

In conclusion, interaction-focused systems, particularly those utilizing BERT, have shown promising results in dealing with long texts in information retrieval tasks. By leveraging BERT's language understanding capabilities and fine-tuning the model with search data, these systems can effectively capture relevance patterns, handle natural language queries, and improve retrieval performance. Further research in this area can explore additional techniques to enhance the interaction-focused systems and improve their effectiveness in dealing with long texts.
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Title: Representation-focused Systems - Single Representations

Representation-focused systems in neural information retrieval (Neu-IR) aim to improve the effectiveness of retrieval by focusing on the representation learning of queries and documents. In this section, we discuss the use of single representations in representation-focused systems. Single representations refer to the encoding of queries and documents into low-dimensional embeddings, which capture their semantic meanings and enable efficient similarity search for ranking purposes.

Early research in Neu-IR suggested that interaction models, which handle term-level matches, are more effective but computationally expensive [REF0]. However, recent advancements have shown that single representation-based systems can achieve comparable effectiveness to interaction-based models. For instance, ANCE (Approximate Nearest Neighbor Negative Contrastive Learning) demonstrates that a properly trained representation-based BERT-Siamese model is as effective as an interaction-based BERT ranker [REF1]. This finding has motivated further research explorations in Neu-IR.

Deep learning techniques have been employed to enhance various components of sparse retrieval, such as term weighting, query expansion, and document expansion [REF0]. On the other hand, dense retrieval approaches take a different path by conducting retrieval purely in the embedding space using approximate nearest neighbor (ANN) search [REF0]. Dense retrieval systems have shown to achieve state-of-the-art accuracy and exhibit distinct behavior compared to classic retrieval methods [REF0].

Dense encodings in representation-focused systems offer several advantages over sparse representations. Dense encodings capture latent semantic information and can handle synonyms or paraphrases that consist of different tokens [REF3]. This capability enables better matching of queries and documents, even when they express similar meanings using different terms. Additionally, dense encodings are learnable through adjustment of embedding functions, allowing for task-specific representations [REF3]. Efficient retrieval using dense encodings can be achieved through specialized in-memory data structures and indexing schemes, such as maximum inner product search (MIPS) algorithms [REF3].

To evaluate the effectiveness of different input representations, existing model architectures are often utilized in representation-focused systems [REF4]. Relevance matching models, such as PACRR, KNRM, and DRMM, have shown effectiveness in neural relevance matching tasks without requiring extensive behavioral data [REF4]. These models serve as a benchmark to assess the performance of various input representations.

Precomputing Transformer Term Representations (PreTTR) is an approach that leverages transformer networks to generate term representations at index time [REF5]. During training, attention scores between queries and documents are masked to disallow interactions. At index time, the first layers of the transformer network are applied to each document, and the resulting term representations are stored. This approach enables end-to-end training and efficient processing at query time [REF5].

ANCE, a representation-focused system, constructs training negatives globally from the entire corpus to improve retrieval accuracy [REF1]. By using an asynchronously updated ANN index, ANCE eliminates the limitations of local negatives and enhances the convergence of dense retrieval models [REF1]. The improved retrieval accuracy of ANCE can benefit various language systems, including web search, OpenQA, and commercial search engines [REF1, REF6, REF7].

In summary, representation-focused systems that utilize single representations have shown promising results in improving retrieval effectiveness. These systems leverage deep learning techniques to encode queries and documents into low-dimensional embeddings, enabling efficient similarity search and better matching of semantic information. The advancements in representation-focused systems have opened up new avenues for research in Neu-IR.
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Title: Representation-focused Systems - Multiple Representations

Representation-focused systems in neural information retrieval aim to effectively capture the semantic meaning and relevance between queries and documents. One approach to achieve this is by utilizing multiple representations, which can enhance the expressiveness and performance of the models [REF0].

One type of representation-focused system is the dual encoder model, which scores each document based on the inner product between its encoding and that of the query [REF1]. This model combines precise term overlap checking with semantic similarity computation, allowing it to generalize across related concepts. The advantage of the dual encoder model is its ability to efficiently handle large document collections using efficient algorithms for inner product search [REF2].

Another representation-focused system is the sparse-dense hybrid model, which combines the strengths of sparse retrieval models and learned dense representations [REF3]. Sparse retrieval models excel at precise term overlap checking, while learned dense representations are better at capturing semantic similarity. By leveraging both approaches, the hybrid model achieves improved performance in information retrieval tasks.

Cross-attentional architectures are another type of representation-focused system that can be viewed as a generalization of the multi-vector model [REF4]. These architectures allow for more expressive aggregation of vectors and can mimic sparse scoring functions. However, efficient retrieval at scale using fast nearest-neighbor search is challenging with cross-attention models [REF4].

In evaluations comparing different representation-focused systems, it has been found that full attentional architectures excel at reranking tasks but are not efficient enough for large-scale retrieval [REF5]. On the other hand, hybridized multi-vector encoders have shown promising results, outperforming state-of-the-art retrieval models in certain benchmarks [REF5].

To improve the performance of dense retrieval systems, further research has explored better training techniques and extensions to multi-vector representation systems [REF6]. These advancements have shown potential in enhancing the effectiveness of representation-focused models.

In summary, representation-focused systems that utilize multiple representations offer a way to capture both precise term overlap and semantic similarity in information retrieval tasks. Dual encoder models, sparse-dense hybrids, and cross-attentional architectures are among the approaches that have been explored in this area. These models aim to strike a balance between efficiency and effectiveness in capturing the relevance between queries and documents.
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Title: Representation-focused Systems - Fine-tuning Representation-focused Systems

Representation-focused systems in neural information retrieval aim to improve the retrieval performance by leveraging dense representations of text. These systems complement sparse vector space models by capturing semantic relationships between words and phrases [REF0]. Dense encodings allow for better matching of synonyms and paraphrases, even if they consist of different tokens, by mapping them to vectors close to each other. For example, a dense retrieval system can effectively match the query "Who is the bad guy in Lord of the Rings?" with the context "Sala Baker is best known for portraying the villain Sauron in the Lord of the Rings trilogy" [REF0].

Fine-tuning representation-focused systems involves adjusting the embedding functions to learn task-specific representations [REF0]. This flexibility allows for the optimization of the dense encodings to better suit the retrieval task at hand. Efficient retrieval using dense representations can be achieved through the use of in-memory data structures and indexing schemes, such as maximum inner product search (MIPS) algorithms [REF0].

While dense representations alone may be inferior to sparse ones, they have shown effectiveness in passage or dialogue re-ranking tasks [REF2]. Pretrained models and cross-attention mechanisms have been utilized to enhance the performance of dense encodings in these tasks [REF2]. Additionally, alternative approaches have been proposed, such as late-interaction operators and direct retrieval of answer phrases, to improve the efficiency and effectiveness of dense retrieval for open-domain question answering [REF2].

Dense Passage Retrieval (DPR) has emerged as an important module in recent work, demonstrating its potential for improving retrieval performance [REF3]. By leveraging hard negatives and constructing different sets of examples in each training iteration, DPR has shown further improvements in retrieval performance [REF3]. Moreover, the combination of DPR with generation models, such as BART and T5, has achieved good performance in open-domain question answering and other knowledge-intensive tasks [REF3].

In the training stage of representation-focused systems, models are optimized using mini-batch based stochastic gradient descent (SGD) [REF4]. The convergence of the training process is typically observed within a few epochs over the entire training data [REF4]. Experimental evaluations of these systems have been conducted on large-scale real-world datasets, showcasing their performance in web document ranking tasks [REF4].

The introduction of deep learning methods has revolutionized semantic modeling in information retrieval [REF5]. Latent semantic models, such as LSA, have been widely used for query-document matching [REF5]. These models project documents and queries into low-dimensional concept vectors, enabling similarity calculations based on cosine similarity scores [REF5]. Translation models trained on clicked query-document pairs have also provided an alternative approach to semantic matching [REF5].

Sparse vector space models, such as TF-IDF and BM25, have been the standard methods applied to various question answering tasks [REF6]. However, the use of dense vector representations has gained popularity due to their ability to assign high similarity scores to semantically relevant text pairs, even without exact token matching [REF6]. Dense representations, when combined with cross-attention mechanisms, have shown effectiveness in passage or dialogue re-ranking tasks [REF6].

In the context of question answering systems, representation-focused systems consist of a retriever and a neural reader [REF7]. The retriever retrieves relevant passages based on the query, and the reader assigns passage selection scores and extracts answer spans from the retrieved passages [REF7]. Cross-attention between the question and the passage is utilized to rerank the passages and select the most relevant information [REF7].

Building dense embeddings on a large number of passages can be resource-intensive but can be parallelized for efficiency [REF8]. However, constructing indexes for these embeddings can be time-consuming, and alternative methods such as inverted indexes using Lucene have been explored as more cost-effective options [REF8].

In summary, fine-tuning representation-focused systems in neural information retrieval involves adjusting embedding functions to optimize dense encodings for specific retrieval tasks. These systems complement sparse vector space models and have shown effectiveness in improving retrieval performance. The combination of dense retrieval with other techniques, such as cross-attention mechanisms and translation models, further enhances the capabilities of representation-focused systems in question answering tasks.
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Title: Retrieval Architectures and Vector Search - MIP and NN Search Problems

In the field of Neural Information Retrieval, one important problem is Maximum Inner Product Search (MIPS) [REF0]. MIPS involves finding a data vector from a collection of "database" vectors that maximizes the inner product with a given query vector [REF0]. This problem arises in various applications such as matrix-factorization based recommendation systems, multi-class prediction, structural SVM problems, and vision problems [REF0]. To efficiently find approximate solutions for MIPS, Shrivastava and Li (2014a) propose constructing a Locality Sensitive Hash (LSH) for inner product similarity [REF0].

LSH is a popular tool for approximate nearest neighbor search and has been widely used in various settings [REF0]. However, it is important to note that no LSH, whether symmetric or asymmetric, is possible for inner product similarity over the entire space R^d [REF1]. Nevertheless, in the context of MIPS, certain assumptions can be made without loss of generality [REF1]. First, the query vector can be normalized, as the norm of the query does not affect the argmax in MIPS [REF1]. Second, the database vectors can be bounded inside the unit sphere, as rescaling all vectors without changing the argmax is possible [REF1].

While symmetric LSH is not possible for inner product similarity over the entire space R^d, Shrivastava and Li (2014a) propose two distinct mappings that yield an asymmetric LSH for MIPS [REF3]. However, it is worth noting that their asymmetric LSH is only valid when queries are normalized and data vectors are bounded [REF3]. In contrast, a symmetric LSH is possible for the MIPS setting with normalized queries and bounded database vectors [REF3]. Furthermore, a universal symmetric LSH is achievable under these assumptions [REF3]. It is important to consider the need for an asymmetric view of MIPS, even though an asymmetric hash is not required in the MIPS setting [REF6].

The comparison between LSH-based methods and tree-based methods, such as cone trees, is an ongoing topic of research [REF5]. While the exact regimes where LSH-based methods are superior to tree-based methods are not fully established, the goal is to understand which LSH to use and why in situations where tree-based methods are not practical [REF5]. Shrivastava and Li (2014a) argue that tree-based methods are impractical in high dimensions, while the performance of LSH-based methods is relatively independent of the dimensionality of the data [REF5].

In conclusion, the problem of Maximum Inner Product Search (MIPS) in Neural Information Retrieval involves finding a data vector that maximizes the inner product with a given query vector. While LSH-based methods, including symmetric and asymmetric LSH, are not possible for inner product similarity over the entire space R^d, they can be applied in the context of MIPS with certain assumptions. The comparison between LSH-based methods and tree-based methods is an ongoing area of research, aiming to understand the practicality and effectiveness of different LSH approaches in various scenarios.
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Title: Retrieval Architectures and Vector Search - Locality sensitive hashing approaches

Locality sensitive hashing (LSH) is a well-known indexing method for Approximate Nearest-Neighbor (ANN) search, which aims to find objects that have similar characteristics to a given query object [REF0]. LSH uses hash functions to map similar objects into the same hash buckets with high probability [REF5]. The basic LSH indexing method involves checking the buckets to which the query object is hashed, which typically requires a large number of hash tables (hundreds) to achieve good search quality [REF0]. However, this approach can be computationally expensive and may not be efficient for high-dimensional datasets [REF3].

To address these limitations, Bawa et al. proposed the LSH Forest indexing method, which represents each hash table by a prefix tree [REF0]. This allows for the adaptation of the number of hash functions per table based on different approximation distances [REF0]. By using vector approximations or bounding rectangle approximations, LSH Forest can effectively prune the search space and improve search efficiency [REF1].

LSH has been widely studied in the context of high-dimensional similarity search [REF3]. It has been shown that traditional indexing methods based on space partitioning, such as R-tree, K-D tree, SR-tree, navigating-nets, and cover-tree, are slower than the brute-force linear-scan approach when the dimensionality exceeds a certain threshold [REF4]. In contrast, LSH has emerged as the best-known indexing method for high-dimensional similarity search [REF3].

LSH functions have the property that objects close to each other have a higher probability of colliding in the hash buckets [REF5]. This property allows LSH to efficiently select candidate objects for a given query by hashing the query point and retrieving elements stored in the corresponding buckets [REF6]. The search quality of LSH is measured by comparing the distances of the retrieved objects to the query with the distances of the true nearest neighbors [REF2].

Recent advancements in LSH include the multi-probe LSH method, which improves both space and time efficiency compared to the basic and entropy-based LSH methods [REF7]. The multi-probe LSH method reduces the number of hash tables required while achieving similar search quality and query time efficiencies [REF7]. By computing a non-overlapped bucket sequence based on the probability of containing similar objects, the multi-probe LSH method avoids the redundancy of hashed buckets by perturbed queries [REF8].

In conclusion, locality sensitive hashing (LSH) is a powerful indexing method for Approximate Nearest-Neighbor (ANN) search in high-dimensional spaces. It efficiently maps similar objects into the same hash buckets and allows for effective pruning of the search space. Recent advancements, such as the multi-probe LSH method, have further improved the space and time efficiency of LSH for similarity search tasks [REF7].
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Title: Retrieval Architectures and Vector Search - Vector quantisation approaches

Vector quantization is a widely studied technique in information theory that aims to reduce the cardinality of the representation space, particularly for real-valued input data [REF0]. It involves a destructive process of quantization, which has been extensively explored in the literature [REF0]. Various approaches have been proposed, including tree-structured vector quantization (TSVQ), classified vector quantizers, transform vector quantizers, product codes, and multistage vector quantizers [REF2]. These techniques have been applied to different domains such as random processes, speech waveforms, speech models, and images [REF3].

In the context of neural information retrieval, vector quantization plays a crucial role in nearest neighbor search, where the distances between the query vector and the database vectors are compared [REF1]. This comparison is often based on the quantization indices of the vectors, inspired by source coding techniques [REF1]. The use of quantized codes allows for efficient computation of approximate Euclidean distances between vectors [REF4]. Two methods, symmetric and asymmetric, have been proposed for this purpose [REF4].

The trade-offs between memory usage and search accuracy are important considerations in vector quantization. The product quantizer, which is parametrized by the number of subvectors and the number of quantizers per subvector, offers a trade-off between code length and search quality [REF6]. The choice of these parameters affects the performance of the retrieval system, and finding the optimal balance is crucial [REF6].

While lattice quantizers offer better quantization properties for uniform vector distributions, they often perform worse than k-means in indexing tasks [REF7]. In the context of nearest neighbor search, product quantizers have shown advantages over other methods, such as higher number of possible distances and estimation of expected squared distance [REF7]. These advantages make product quantizers a promising approach for neural information retrieval.

Evaluation of vector quantization approaches in neural information retrieval involves comparing them with state-of-the-art methods. Spectral hashing, Hamming embedding, and FLANN are among the existing techniques that have been used for comparison [REF5, REF9]. Performance measures such as precision and recall@100 are commonly used to evaluate the retrieval accuracy [REF6]. The evaluation also includes analyzing the impact of different parameters on the performance of the retrieval system [REF5].

In summary, vector quantization approaches, particularly product quantizers, play a significant role in retrieval architectures and vector search in neural information retrieval. These approaches involve quantizing vectors and comparing them based on their quantization indices. The choice of parameters in vector quantization affects the trade-off between memory usage and search accuracy. Evaluation of these approaches involves comparing them with state-of-the-art methods and analyzing their performance under different parameter settings.

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: Section III presents our approach for NN search and Section IV introduces the structure used to avoid exhaustive search. An evaluation of the parameters of our approach and a comparison with the state of the art is given in Section V. II. BACKGROUND: QUANTIZATION, PRODUCT QUANTIZER A large body of literature is available on vector quantization, see for a survey. In this section, we restrict our presentation to the notations and concepts used in the rest of the paper. A. Vector quantization Quantization is a destructive process which has been extensively studied in information theory . Its purpose is to reduce the cardinality of the representation space, in particular when the input data is real-valued.

[REF1] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: (right). The mean squared error on the distance is on average bounded by the quantization error. k ∗ = 256 and m = 8 is often a reasonable choice. III. SEARCHING WITH QUANTIZATION Nearest neighbor search depends on the distances between the query vector and the database vectors, or equivalently the squared distances. The method introduced in this section compares the vectors based on their quantization indices, in the spirit of source coding techniques.

[REF2] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF67\_c564aa7639a08c280423489e52b6e32055c9aa7f.pdf Title: Vector Quantization and Signal Compression Chunk of text: Included are tree-structured vector quantization (TSVQ), classified vector quantizers, transform vector quantizers, product codes such as gain/shape and mean-residual vector quantizers, and multistage vector quantizers. Also covered are fast search algorithms for codebook searching nonlinear interpolative coding, and hierarchical coding. Chapters 13 and 14 consider vector quantizers with memory, sometimes called recursive vector quantizers or feedback vector quantizers. Chapter 13 treats the extension of predictive quantization to vectors, predictive vector quantization (PVQ). Here vector predictors are used to form a prediction residual of the original input vector and the resulting residual is quantized. This chapter builds on the linear prediction theory of Chapter 4 and develops some vector extensions for more sophisticated systems. Chapter 14 treats finite-state vector quantization (FSVQ) wherein the encoder and decoder are finite-state machines.

[REF3] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF67\_c564aa7639a08c280423489e52b6e32055c9aa7f.pdf Title: Vector Quantization and Signal Compression Chunk of text: Chapters 10 and 11 extend the fundamentals of scalar quantization of Chapters 5 and 6 to vectors. Chapter 10 provides the motivation, definitions, properies, structures, and figures of merit of vector quantization. Chapter 11 develops the basic optimality properties for vector quantizers and extends the Lloyd clustering algorithm to vectors. A variety of design examples to random processes, speech waveforms, speech models, and images are described and pursued through the subsequent chapters. Chapter 12 considers the shortcomings in terms of complexity and memory of simple memoryless, unconstrained vector quantizers and provides a variety of constrained coding schemes that provide reduced complexity and better performance in trade for a tolerable loss of optimality. Included are tree-structured vector quantization (TSVQ), classified vector quantizers, transform vector quantizers, product codes such as gain/shape and mean-residual vector quantizers, and multistage vector quantizers. Also covered are fast search algorithms for codebook searching nonlinear interpolative coding, and hierarchical coding.

[REF4] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: Nearest neighbor search depends on the distances between the query vector and the database vectors, or equivalently the squared distances. The method introduced in this section compares the vectors based on their quantization indices, in the spirit of source coding techniques. We first explain how the product quantizer properties are used to compute the distances. Then we provide a statistical bound on the distance estimation error, and propose a refined estimator for the squared Euclidean distance. A. Computing distances using quantized codes Let us consider the query vector x and a database vector y. We propose two methods to compute an approximate Euclidean distance between these vectors,5 a symmetric and a asymmetric one. See Figure 2 for an illustration.

[REF5] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: Compared with ADC, the additional step of quantizing x to qc(x) consists in computing k ′ distances between Ddimensional vectors. Assuming that the inverted lists are balanced, about n × w/k′ entries have to be parsed. Therefore, the search is significantly faster than ADC, as shown in the next section. V. EVALUATION OF NN SEARCH In this section, we first present the datasets used for the evaluation3 . We then analyze the impact of the parameters for SDC, ADC and IVFADC. Our approach is compared to three state-of-the-art methods: spectral hashing , Hamming embedding and FLANN

[REF6] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: This measure indicates the fraction of queries for which the nearest neighbor is retrieved correctly, if a short-list of R vectors is verified using Euclidean distances. Furthermore, the curve obtained by varying R corresponds to the distribution function of the ranks, and the point R=1 corresponds to the “precision” measure used in to evaluate ANN methods. In practice, we are often interested in retrieving the K nearest neighbors (K > 1) and not only the nearest neighbor. We do not include these measures in the paper, as we observed that the conclusions for K=1 remain valid for K > 1. B. Memory vs search accuracy: trade-offs The product quantizer is parametrized by the number of subvectors m and the number of quantizers per subvector k ∗ , producing a code of length m × log2 k ∗ . Figure 6 shows the trade-off between code length and search quality for our SIFT descriptor dataset. The quality is measured for recall@100 for the ADC and SDC estimators, for m ∈ {1, 2, 4, 8, 16} and k ∗ ∈ {2 4 , 2 6 , 2 8 , 2 10 , 2 12}.

[REF7] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: Lattice quantizers offer better quantization properties for uniform vector distributions, but this condition is rarely satisfied by real world vectors. In practice, these quantizers perform significantly worse than k-means in indexing tasks . In this paper, we focus on product quantizers. To our knowledge, such a semi-structured quantizer has never been considered in any nearest neighbor search method. The advantages of our method are twofold. First, the number of possible distances is significantly higher than for competing Hamming embedding methods , , , as the Hamming space used in these techniques allows for a few distinct distances only. Second, as a byproduct of the method, we get an estimation of the expected squared distance, which is required for ε-radius search or for using Lowe’s distance ratio criterion .

[REF8] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: The search consists in comparing the Hamming distances between the database signatures and the query vector signature. This approach was shown to outperform the restricted Boltzmann machine of . We have used the publicly available code. We also compare to the Hamming embedding (HE) method of , which also maps vectors to binary signatures. Similar to IVFADC, HE uses an inverted file, which avoids comparing to all the database elements. Figures 8 and 9 show, respectively for the SIFT and the GIST datasets, the rank repartition of the nearest neighbors when using a signature of size 64 bits. For our product quantizer we have used m

[REF9] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Vector\_quantisation\_approaches/BIBREF68\_4748d22348e72e6e06c2476486afddbc76e5eca7.pdf Title: Product Quantization for Nearest Neighbor Search Chunk of text: A comparison with the state of the art shows that our approach outperforms existing techniques, in particular spectral hashing , Hamming embedding and FLANN . Our paper is organized as follows. Section II introduces the notations for quantization as well as the product quantizer used by our method. Section III presents our approach for NN search and Section IV introduces the structure used to avoid exhaustive search. An evaluation of the parameters of our approach and a comparison with the state of the art is given in Section V. II.

........................................................................................................................................................................................................

Title: Retrieval Architectures and Vector Search - Graph approaches

Graph-based approaches have gained significant attention in the field of neural information retrieval due to their ability to capture complex relationships and dependencies among data points. In particular, graph-based retrieval architectures have shown promise in addressing the challenges of efficient similarity search and approximate nearest neighbor (ANN) graph construction [REF0] [REF1].

One common problem in similarity search is the k-nearest neighbor search (k-NNS), where the goal is to find the k closest objects to a given query based on a distance function [REF1]. The naïve approach of calculating the distance between the query and every element in the dataset is computationally expensive and not feasible for large-scale datasets [REF4] [REF5]. To overcome this limitation, graph-based retrieval architectures represent the dataset as a graph, where each object is associated with a vertex [REF1]. Searching for the closest elements to the query then becomes a search for vertices in the graph [REF1]. This approach enables the development of decentralized similarity search-oriented storage systems, where physical data location is independent of content [REF1].

In the context of approximate nearest neighbor graph construction, efficient methods based on prefix-filtering have been developed [REF0] [REF3]. These methods construct an ǫ-NN (epsilon-nearest neighbor) graph, which establishes an edge between all pairs of points whose similarity is above a certain threshold ǫ [REF0] [REF3]. However, these methods are efficient only for a very tight similarity threshold, resulting in a sparse and disconnected graph [REF0]. To address this limitation, recent research has focused on developing graph-based retrieval architectures that can construct approximate k-nearest neighbor (K-NN) graphs with arbitrary similarity measures [REF0]. One such method is NN-Descent, which has demonstrated excellent accuracy and speed in approximate K-NN graph construction [REF0].

Graph-based retrieval architectures also leverage the use of locality-sensitive hashing (LSH) for approximate K-NN search in high-dimensional spaces [REF8]. LSH is a promising method that uses multiple hash tables to build an LSH index, which is then used to run K-NN queries [REF8]. Optimizations such as using bit vectors to avoid redundant evaluations of the same points have been proposed to improve the efficiency of LSH-based retrieval architectures [REF8].

The performance of graph-based retrieval architectures has been evaluated on various datasets, demonstrating their effectiveness in achieving high recall and search speed [REF2] [REF6] [REF7]. For instance, experiments have shown that only a small fraction of the database needs to be evaluated to achieve high recall, making the search virtually exact [REF2] [REF6] [REF7]. Additionally, these architectures have shown scalability and parallelizability, enabling their application to large-scale datasets without an explicit graph structure [REF0] [REF2].

In conclusion, graph-based retrieval architectures offer promising solutions for efficient similarity search and approximate nearest neighbor graph construction. These architectures leverage the power of graphs to capture complex relationships among data points and have demonstrated excellent accuracy and speed in various experiments. Further research in this area can explore novel graph-based approaches and optimizations to enhance the performance and scalability of neural information retrieval systems.
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[REF2] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF70\_c197ecb6a6987667cadcb498136989af1827cce0.pdf Title: Approximate Nearest Neighbor Algorithm based on Navigable Small World Graphs Chunk of text: k¼30 nearest neighbors were found during a search. 100 thousands different (other) elements from the dataset were used as queries. Construction of the structure was done in parallel by 16 threads and took about 2 h. Since for optimal f30–40 (effective dimensionality 10–13) the algorithm achieves high recall even at a single search, we have compared the recall error (one minus recall) instead of recall (see in Fig. 6 the recall error versus fraction of the visited elements in a logarithmic scale). The achieved results are even slightly better than the expected exponential decrease. Only 0.031% of the database needed to be evaluated to get 0.999 recall, which makes the search virtually exact. In terms of throughput, at m¼1 with recall 0.92 about 2800 searches per second can be done in parallel on our 12-core test system.

[REF3] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF69\_f17c6e164ccc7ec1ad91b3fbbafe8f84664e9803.pdf Title: Efficient K-Nearest Neighbor Graph Construction for Generic Similarity Measures Chunk of text: is a promising method for approximate KNN search. Such hash functions have been designed for a range of different similarity measures, including hamming distance , lp with p ∈ (0, 2] , cosine similarity , etc. However, the computational cost remains high for achieving accurate approximation, and designing an effective hash function for a new similarity measure is non-trivial. In the text retrieval community, methods based on prefixfiltering have been developed for ǫ-NN graph construction, a.k.a. all pairs similarity search or similarity join [2, 22, 21]. An ǫ-NN graph is different from a K-NNG in that undirected edges are established between all pairs of points with a similarity above ǫ.

[REF4] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF72\_699a2e3b653c69aff5cf7a9923793b974f8ca164.pdf Title: Efficient and Robust Approximate Nearest Neighbor Search using Hierarchical Navigable Small World Graphs Chunk of text: INTRODUCTION onstantly growing amount of the available information resources has led to high demand in scalable and efficient similarity search data structures. One of the generally used approaches for information search is the K-Nearest Neighbor Search (K-NNS). The K-NNS assumes you have a defined distance function between the data elements and aims at finding the K elements from the dataset which minimize the distance to a given query. Such algorithms are used in many applications, such as non-parametric machine learning algorithms, image features matching in large scale databases and semantic document retrieval . A naïve approach to K-NNS is to compute the distances between the query and every element in the dataset and select the elements with minimal distance. Unfortunately, the complexity of the naïve approach scales linearly with the number of stored elements making it infeasible for large-scale datasets.

[REF5] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF72\_699a2e3b653c69aff5cf7a9923793b974f8ca164.pdf Title: Efficient and Robust Approximate Nearest Neighbor Search using Hierarchical Navigable Small World Graphs Chunk of text: A naïve approach to K-NNS is to compute the distances between the query and every element in the dataset and select the elements with minimal distance. Unfortunately, the complexity of the naïve approach scales linearly with the number of stored elements making it infeasible for large-scale datasets. This has led to a high interest in development of fast and scalable KNNS algorithms. Exact solutions for K-NNS [3-5] may offer a substantial search speedup only in case of relatively low dimensional data due to “curse of dimensionality”. To overcome this problem a concept of Approximate Nearest Neighbors Search (K-ANNS) was proposed, which relaxes the condition of the exact search by allowing a small number of errors. The quality of an inexact search (the recall) is defined as the ratio between the number of found true nearest neighbors and K. The most popular K-ANNS solutions are based on approximated versions of tree algorithms

[REF6] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF70\_c197ecb6a6987667cadcb498136989af1827cce0.pdf Title: Approximate Nearest Neighbor Algorithm based on Navigable Small World Graphs Chunk of text: Only 0.031% of the database needed to be evaluated to get 0.999 recall, which makes the search virtually exact. In terms of throughput, at m¼1 with recall 0.92 about 2800 searches per second can be done in parallel on our 12-core test system. The inset of the Fig. 6 shows logarithmic rise of number of evaluated elements for a single 0.999 recall search with the growth of the dataset size. See the Fig. 7 for the comparison with the data for NAPP, with K¼7 the parameter . Values of s in NAPP were selected to get best recall at fixed fraction of visited elements. Our algorithm is very effective at big dataset size, especially in case of high recall, requiring more that hundred time less metric computation at a recall of 0.999. The comparison to Ordering Permutation index at low(104 ) number of points but high dimensionality (d¼1024), which means that the small world navigation properties do not play a critical role, showed that our algorithm yields in performance(about 65% database elements visited for our algorithm get 0.9 recall versus 42% for the OP).

[REF7] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF70\_c197ecb6a6987667cadcb498136989af1827cce0.pdf Title: Approximate Nearest Neighbor Algorithm based on Navigable Small World Graphs Chunk of text: Only 0.03% percent of the 10 million 208-dimensional CoPHiR dataset is needed to be evaluated to achieve 0.999 recall (virtually exact search). For recall 0.93 processing speed 2800 queries/s can achieved on a single server node. Fig. 6. Average fraction of visited elements within a single k-NN-search vs recall error for 10 M 208 dimensional vectors from CoPHiR database. The inset shows logarithmic rise of distance calculations to get 0.999 recall (vertical) with the dataset size (horizontal). Fig. 7.

[REF8] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF69\_f17c6e164ccc7ec1ad91b3fbbafe8f84664e9803.pdf Title: Efficient K-Nearest Neighbor Graph Construction for Generic Similarity Measures Chunk of text: 4.2.2 Locality Sensitive Hashing LSH is a promising method for approximate K-NN search in high dimensional spaces. We use LSH for offline K-NNG construction by building an LSH index (with multiple hash tables) and then running a K-NN query for each object. We use plain LSH rather than the more recent MultiProbing LSH in this evaluation as the latter is mainly to reduce space cost, but could slightly raise scan rate to achieve the same recall. We make the following optimizations to the original LSH method to better suit the K-NNG construction task: • For each query, we use a bit vector to record the objects that have been compared, so if the same points are seen in another hash table, they are not evaluated again. Dataset LSH Ours recall scan rate recall scan rate Corel 0.906 0.004 0.995 0.004 Audio 0.615 0.047 0.969 0.045 Shape 0.925 0.076 0.994 0.075

[REF9] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Graph\_approaches/BIBREF72\_699a2e3b653c69aff5cf7a9923793b974f8ca164.pdf Title: Efficient and Robust Approximate Nearest Neighbor Search using Hierarchical Navigable Small World Graphs Chunk of text: 15 presents the scaling of the query time vs the dataset size for Hierarchical NSW. Note that the scaling deviates from the pure logarithm, possibly due to relatively high dimensionality of the dataset. 6 DISCUSSION By using structure decomposition of navigable small world graphs together with the smart neighbor selection heuristic the proposed Hierarchical NSW approach overcomes several important problems of the basic NSW structure advancing the state-of–the-art in K-ANN search. Hierarchical NSW offers an excellent performance and is a clear leader on a large variety of the datasets, surpassing the opensource rivals by a large margin in case of high dimensional data. Even for the datasets where the previous algorithm (NSW) has lost by orders of magnitude, Hierarchical NSW was able to come first. Hierarchical NSW supports continuous incremental indexing and can also be used as an efficient method for getting approximations of the k-NN and relative neighborhood graphs, which are byproducts of the index construction. Robustness of the approach is a strong feature which makes it very attractive for practical applications.
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Title: Retrieval Architectures and Vector Search - Optimisations

Most neural ranking approaches have traditionally focused on re-ranking documents identified by a classical inverted index using relevance models such as BM25 in a multi-stage ranking architecture [REF0]. However, relying solely on lexical matching models based on an inverted index may not effectively identify contextually related candidate documents that would receive high scores from a neural ranking model. To address this limitation, dense retrieval approaches have gained increasing interest [REF0]. In dense retrieval, documents are encoded as vectors during indexing, and queries are encoded as vectors during query processing. The top-ranked documents for a given query are then computed by identifying the most similar document embeddings to the query embeddings using a nearest neighbor search procedure [REF0].

Nearest neighbor search with single representations has been shown to be efficient but less effective than using multiple representations [REF0]. Khattab and Zaharia proposed a two-stage dense retrieval cascading approach that leverages multiple representations [REF6]. In the first stage, an approximate nearest neighbor (ANN) search is performed to retrieve a set of candidate documents, maximizing the recall of the retrieved set. In the second stage, accurate scores are computed for the candidate documents from the first stage to determine the final top documents [REF6].

To optimize the efficiency of dense retrieval, various optimizations have been explored. One optimization is the use of quantized document embeddings, which allows for fast searching while sacrificing some accuracy in the approximate similarity scores [REF9]. Another optimization is the partitioning of the index into multiple partitions, which enables parallel processing and reduces the search space [REF1]. Additionally, the use of hardware accelerators, such as GPUs, can significantly improve the retrieval speed [REF1].

Comparisons with other retrieval models have also been conducted to evaluate the effectiveness and efficiency of dense retrieval. Existing neural retrieval models, such as brute-force dense retrieval models and late-interaction models, have shown to be more effective than traditional bag-of-words models but significantly increase the index size [REF2]. Complex end-to-end neural retrieval models achieve better ranking performance but at the cost of higher query latency due to their complex model architecture [REF3]. Therefore, a trade-off between effectiveness and latency needs to be considered when comparing dense retrieval with other retrieval models [REF3].

In summary, retrieval architectures for neural information retrieval have evolved from re-ranking documents identified by an inverted index to dense retrieval approaches that utilize document and query embeddings. Optimizations such as multiple representations, quantization, and hardware acceleration have been explored to improve the efficiency of dense retrieval. Comparisons with other retrieval models highlight the trade-offs between effectiveness and latency. These advancements in retrieval architectures and vector search optimizations contribute to the development of more efficient and effective neural information retrieval systems.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF77\_c3cf35677834fb535d3bc7cf8d375366df4b1397.pdf Title: Query Embedding Pruning for Dense Retrieval Chunk of text: Most neural ranking approaches have been used to by re-rank the documents identified by a classical inverted index using relevance models such as BM25, in a multi-stage ranking architecture [6, 13]. However, lexical matching models relying solely on an inverted index may not identify the contextually related candidate documents that would have been highly scored by an effective neural ranking model. Instead, by utilising documents encoded as vectors at indexing time and queries encoded as vectors at query processing time, dense retrieval approaches [5, 17] are of growing interest. In dense retrieval, the topranked documents for a given query are computed by identifying the most similar document embeddings to the given query embeddings, employing a nearest neighbour search procedure. Nearest neighbour search with single representations has been shown to be efficient, but less effective than multiple representations . On the other hand, when multiple representations are exploited, as pioneered by Khattab and Zaharia

[REF1] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF55\_60b8ad6177230ad5402af409a6edb5af441baeb4.pdf Title: ColBERT: Efficient and Effective Passage Search via Contextualized Late Interaction over BERT Chunk of text: For our faiss index, we set the number of partitions to P =2,000, and search the nearest p = 10 to each query embedding to retrieve k 0 = k = 1000 document vectors per query embedding. We divide each embedding into s = 16 sub-vectors, each encoded using one byte. To represent the index used for the second stage of our end-to-end retrieval procedure, we use 16-bit values per dimension. 4.1.3 Hardware & Time Measurements. To evaluate the latency of neural re-ranking models in §4.2, we use a single Tesla V100 GPU that has 32 GiBs of memory on a server with two Intel Xeon Gold 6132 CPUs, each with 14 physical cores (24 hyperthreads), and 469 GiBs of RAM. For the mostly CPU-based retrieval experiments in §4.3 and the indexing experiments in §4.5, we use another server with the same CPU and system memory specications but which has four Titan V GPUs aached, each with 12 GiBs of memory.

[REF2] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF75\_d6f83c915565f575e55fdce0424f65fe192af218.pdf Title: Jointly Optimizing Query Encoder and Product Quantization to Improve Retrieval Performance Chunk of text: 5.2 Comparison with Retrieval Models This section uses existing retrieval models as baselines to answer RQ2. We firstly compare JPQ with baselines in general, and then separately compare JPQ with different types of baselines in detail. 5.2.1 Overall Comparison. We summarize the ranking performance, index size, and latency of representative retrieval models in Figure 1, Figure 6, and Table 2. According to the figures, although existing neural retrieval models, i.e., brute-force DR models and late-interaction models, are more effective than BoW models, they significantly increase the index size by several orders of magnitude. When the indexes of brute-force DR models are compressed by LSH or OPQ , the retrieval effectiveness is severely hurt. Therefore, the results seem to imply that large index sizes are necessary for high-quality ranking.

[REF3] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF76\_91429255eefe48ad140ccfaf6aa1e6be11a72a53.pdf Title: Learning Discrete Representations via Constrained Clustering for Effective and Efficient Dense Retrieval Chunk of text: The results demonstrate the time efficiency of RepCONC. 5.2.2 Comparison with Complex End-to-End Retrievers. This section compares RepCONC with some complex (slow) end-to-end neural retrieval models. These models achieve better ranking performance with much higher query latency because of their complex model architecture. In consideration of fair comparison, we add a reranking stage to RepCONC and compare them in terms of effectiveness-latency tradeoff. The reranking modelsWSDM’22, February 21-25, 2022, Phoenix, Arizona Zhan, et al. 10 0 10 1 QPS 0.34 0.36 0.38 0.40 MRR@10 RepCONC-IVF+Rerank ColBERT COIL-Hard COIL uniCOIL DeepImpact Figure 6: Comparison with complex (slow) end-to-end retrieval models in terms of effectiveness-latency tradeoff on MS MARCO Passage Ranking. The search is performed on CPU with one thread.

[REF4] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF51\_c9b8593db099869fe7254aa1fa53f3c9073b0176.pdf Title: Approximate Nearest Neighbor Negative Contrastive Learning for Dense Text Retrieval Chunk of text: 7 RELATED WORK In early research on neural information retrieval (Neu-IR) (Mitra et al., 2018), a common belief was that the interaction models, those that specifically handle term level matches, are more effective though more expensive (Guo et al., 2016; Xiong et al., 2017; Nogueira & Cho, 2019). Many techniques are developed to reduce their cost, for example, distillation (Gao et al., 2020a) and caching (Humeau et al., 2020; Khattab & Zaharia, 2020; MacAvaney et al., 2020). ANCE shows that a properly trained representation-based BERT-Siamese is in fact as effective as the interaction-based BERT ranker. This finding will motivate many new research explorations in Neu-IR. Deep learning has been used to improve various components of sparse retrieval, for example, term weighting (Dai & Callan, 2019b), query expansion (Zheng et al., 2020), and document expansion (Nogueira et al., 2019). Dense Retrieval chooses a different path and conducts retrieval purely in the embedding space via ANN search (Lee et al., 2019; Chang et al., 2020; Karpukhin et al., 2020; Luan et al., 2020). This work demonstrates that a simple dense retrieval system can achieve SOTA accuracy, while also behaves dramatically different from classic retrieval.

[REF5] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF52\_7b577ba0e4230b2ac58d297b3d2cfc3d2f1aaace.pdf Title: Optimizing Dense Retrieval Model Training with Hard Negatives Chunk of text: To better deduce the users’ search intent and retrieve relevant items, the ranking algorithms are expected to conduct semantic matching between queries and documents , which is a challenging problem. In recent years, with the development of deep learning [6, 20, 28], especially representation learning techniques , many researchers have turned to the Dense Retrieval (DR) model to solve the semantic matching problem [10, 15, 18, 22]. In essence, DR attempts to encode queries and documents into low-dimension embeddings to better abstract their semantic meanings. With the learned embeddings, document index can be constructed and the query embedding can be adopted to perform efficient similarity search for online ranking. Previous studies showed that DR models achieve promising results on many IR-related tasks [7, 10, 15]. However, there are some unsolved but essential problems related to DR’s effectiveness and training efficiency1 . Firstly, though 1We focus on the training efficiency because the efficiency in the inference process is guaranteed by the maximum inner product search algorithms[14, 27]. arXiv:2104.08051v1

[REF6] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF78\_2408c965a3855a6b66d128195c783d76e2e939da.pdf Title: On Approximate Nearest Neighbour Selection for Multi-Stage Dense Retrieval Chunk of text: When single representations for both documents and queries are used, exact nearest neighbour (NN) search data structures and algorithms can be exploited [8, 22]. While NN search on single representations has been shown to be efficient, it is less effective than NN search on multiple representations . On the other hand, to scale to number of required vectors, multiple representations require approximate nearest neighbour (ANN) data structures and algorithms. Hence, Khattab and Zaharia propose a two-stage dense retrieval cascading approach. The first stage performs the ANN search to retrieve a set of candidate documents, maximising the recall of the retrieved set. The second stage computes accurate scores for the first-stage candidate documents, to return the final top documents.

[REF7] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF74\_28336cbf2ee3e8fca6b173c91c5ca9628ba1fa4a.pdf Title: Joint Learning Deep Retrieval Model and Product Quantization based Embedding Index Chunk of text: Introduction Various types of indexes play an indispensable role in modern computational systems to enable fast information retrieval. As a traditional one, inverted index has been widely used in web search, e-commerce search, recommendation and advertising in the past few decades. Recently, with the advent of the deep learning era, embedding indexes [6, 15], which embed user/query and item in a latent vector space, show excellent performance in many industrial retrieval systems [14, 20, 26]. Embedding index enjoys several appealing advantages: a) the embeddings can be learned to optimize downstream retrieval task of interests, and b) efficient algorithms for maximum inner product search (MIPS) or approximate nearest neighbors (ANN), such as LSH , Annoy and state-of-the-art product quantization (PQ) based approaches [11, 17, 18], can be leveraged to retrieve items in a few milliseconds.

[REF8] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF55\_60b8ad6177230ad5402af409a6edb5af441baeb4.pdf Title: ColBERT: Efficient and Effective Passage Search via Contextualized Late Interaction over BERT Chunk of text: introduced SNRM, a representationfocused IR model that encodes each query and each document as a single, sparse high-dimensional vector of “latent terms”. By producing a sparse-vector representation for each document, SNRM is able to use a traditional IR inverted index for representing documents, allowing fast end-to-end retrieval. Despite highly promising results and insights, SNRM’s eectiveness is substantially outperformed by the state of the art on the datasets with which it was evaluated (e.g., see [18, 38]). While SNRM employs sparsity to allow using inverted indexes, we relax this assumption and compare a (dense) BERT-based representation-focused model against our late-interaction ColBERT in our ablation experiments in §4.4. For a detailed overview of existing neural ranking models, we refer the readers to two recent surveys of the literature [8, 21]. Language Model Pretraining for IR. Recent work in NLU emphasizes the importance pre-training language representation models in an unsupervised fashion before subsequently ne-tuning them on downstream tasks.

[REF9] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Optimisations/BIBREF77\_c3cf35677834fb535d3bc7cf8d375366df4b1397.pdf Title: Query Embedding Pruning for Dense Retrieval Chunk of text: With ANN, the document embeddings are stored in a quantised form, suitable for fast searching. However, the approximate similarity scores between these compressed embeddings are inaccurate, and hence are not used for computing the final top documents. Indeed, ANN search computes, for each query embedding 1 In current practice , queries are augmented up to 32 query token embeddings. Query text Query embeddings Retrieved documents Top documents fQ |q| 1 2 Approximate nearest neighbour Learned query search representation D1(k0 ) D2(k0 ) D|q|(k0 ) k Quantised document embeddings Reranker Document embeddings Figure 1: Dense retrieval architecture. 𝜙𝑖 , the set Ψ(𝜙𝑖 , 𝑘′ ) of the 𝑘 ′ document embeddings most similar to 𝜙𝑖 according to some approximate distance; then, these document embeddings are mapped back to their documents 𝐷𝑖(𝑘 ′ ): 𝐷𝑖(𝑘 ′ )
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Title: Learned Sparse Retrieval - Document expansion learning

Several approaches have been proposed to enhance traditional sparse Bag-of-Words (BoW) representations using Pre-trained Language Models (PLMs) [REF0]. For instance, Dai introduced DeepCT, which estimates term weights by considering contextualized information [REF0]. This work was later extended to generate document-level term weights [REF0]. Another approach, Doc2query, aims to expand document content by "translating" potential queries [REF0]. Doc2query has shown significant improvement compared to the traditional BM25 method [REF0]. However, a key distinction between these methods and our work is that DeepCT and Doc2query train an auxiliary intermediate model to refine sparse representations, while our approach, SparTerm, directly learns sparse representations within the entire vocabulary [REF0].

SparTerm employs a model architecture and training strategy that enables the learning of sparse representations [REF1]. The Gating Controller parameters are fixed, and SparTerm is fine-tuned jointly for 100k iterations using the Adam optimizer with a learning rate of 2 × 10−5 [REF1]. To ensure sparsity, a threshold of 0.7 is set in the Binarizer [REF1]. Notably, our model is not fine-tuned on the training set of the document retrieval dataset but instead utilizes the model trained on the passage retrieval dataset for document ranking [REF1].

Document expansion techniques have shown promise in improving retrieval effectiveness [REF2]. By enriching document representations prior to indexing, document expansion can yield noticeable improvements over traditional "bag of words" baselines without the need for expensive neural network inference at retrieval time [REF2]. While document expansion has been less popular in information retrieval (IR) research due to the need for re-indexing, recent advancements in neural ranking models offer solutions to the vocabulary mismatch problem [REF3]. These models leverage continuous word representations and the ability to learn highly non-linear relevance models [REF3].

SparTerm demonstrates the potential for improving the ranking performance of term-based representations while maintaining the interpretability and efficiency of BoW methods [REF4]. In evaluations on the MSMARCO dataset, SparTerm outperforms previous sparse models based on comparable PLM sizes [REF4]. Notably, SparTerm even outperforms Doc2Query-T5, which is based on a larger pre-trained model and a larger pre-training corpus [REF4]. Furthermore, empirical analysis reveals insights into how deep knowledge from PLMs can be transferred to sparse representation learning [REF4].

In summary, learned sparse retrieval through document expansion learning has shown promise in enhancing traditional sparse representations for information retrieval tasks. By leveraging PLMs and training strategies like SparTerm, researchers have achieved notable improvements in retrieval effectiveness and gained insights into the transferability of deep knowledge from PLMs to sparse methods [REF0][REF1][REF2][REF3][REF4].
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[REF0] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Document\_expansion\_learning/BIBREF87\_57a07372e2a620d6ae920f74877eee5f61753a96.pdf Title: SparTerm: Learning Term-based Sparse Representation for Fast Text Retrieval Chunk of text: 2.3 PLMs for sparse text retrieval Several PLM-based models have emerged to improve the traditional sparse BoW representations. Dai proposed DeepCT to estimate a term’s weight considering its contextualized information, and this work was later extended to generate document-level term weights . Another work Doc2query tries to “translate” potential queries to expand document content, which also shows a large improvement compared to the traditional BM25 method. The biggest difference between our work and these two methods is that DeepCT and Doc2Query train an auxiliary intermediate model to help refine the sparse representations, while SparTerm is desinged to directly learn sparse representations within the whole vocabulary. 3 SPARSE REPRESENTATION LEARNING This section presents the model architecture of SparTerm and the corresponding training strategy.

[REF1] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Document\_expansion\_learning/BIBREF87\_57a07372e2a620d6ae920f74877eee5f61753a96.pdf Title: SparTerm: Learning Term-based Sparse Representation for Fast Text Retrieval Chunk of text: Then we fix the parameters of the Gating Controller and fine-tune our SparTerm jointly for 100k iterations. We use Adam optimizer with the learning rate 2 × 10−5 . To ensure the sparsity, the threshold in the Binarizer in Equation (4) is set to 0.7. We do not fine-tune our model on the training set of document retrieval dataset but just use the model trained on the passage retrieval dataset for the document ranking. 4.3 Baselines and Experimental Settings We compare our model with the following strong baselines which are all methods based on sparse representation . The former two focus on re-weighting while the latter two focus on document expansion: • BM25 is a bag-of-words retrieval models with frequencybased signals to estimate the weights of terms in a text. • DeepCT is a deep contextualized term weighting model which maps the BERT’s representations to term weightings for retrieval.

[REF2] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Document\_expansion\_learning/BIBREF82\_b092b6b843e9421bf42bf96f57ed4658a3e0bdf7.pdf Title: Document Expansion by Query Prediction Chunk of text: On the recent MS MARCO dataset (Bajaj et al., 2016), our approach is competitive with the best results on the official leaderboard, and we report the best-known results on TREC CAR (Dietz et al., 2017). We further show that document expansion is more effective than query expansion on these two datasets. We accomplish this with relatively simple models using existing open-source toolkits, which allows easy replication of our results. Document expansion arXiv:1904.08375v2 [cs.IR] 25 Sep 20192 also presents another major advantage, since the enrichment is performed prior to indexing: Although retrieved output can be further re-ranked using a neural model to greatly enhance effectiveness, the output can also be returned as-is. These results already yield a noticeable improvement in effectiveness over a “bag of words” baseline without the need to apply expensive and slow neural network inference at retrieval time.

[REF3] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Document\_expansion\_learning/BIBREF82\_b092b6b843e9421bf42bf96f57ed4658a3e0bdf7.pdf Title: Document Expansion by Query Prediction Chunk of text: These techniques share in their focus on enhancing query representations to better match documents. In this work, we adopt the alternative approach of enriching document representations (Tao et al., 2006; Pickens et al., 2010; Efron et al., 2012), which works particularly well for speech (Singhal and Pereira, 1999) and multi-lingual retrieval, where terms are noisy. Document expansion techniques have been less popular with IR researchers because they are less amenable to rapid experimentation. The corpus needs to be re-indexed every time the expansion technique changes (typically, a costly process); in contrast, manipulations to query representations can happen at retrieval time (and hence are much faster). The success of document expansion has also been mixed; for example, Billerbeck and Zobel (2005) explore both query expansion and document expansion in the same framework and conclude that the former is consistently more effective. A new generation of neural ranking models offer solutions to the vocabulary mismatch problem based on continuous word representations and the ability to learn highly non-linear models of relevance; see recent overviews by Onal et al. (2018) and Mitra and Craswell (2019a). However, due to the size of most corpora and the impracticality of applying inference over every document in response to a query, nearly all implementations today deploy neural networks as re-rankers over initial candidate sets retrieved using standard inverted indexes and a term-based ranking model such as BM25 (Robertson et al., 1994).
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Title: Learned Sparse Retrieval - Impact score learning

Learned sparse retrieval models have shown significant improvements in retrieval quality while reducing the efficiency gap between neural retrieval and traditional sparse models based on inverted indexes [REF0]. This gap is influenced by vocabulary structures, document expansion techniques, and query expansion strategies, resulting in variations in efficiency among different learned sparse models. To address this, a "guided traversal" approach has been proposed, which combines a learned sparse ranking model with a traditional ranking model [REF0]. This approach utilizes BM25 ranking over a DocT5Query expanded index for index traversal, while employing DeepImpact ranking impacts to compute document scores. Preliminary results demonstrate that the guided traversal approach can match the processing efficiency of traditional sparse models while improving retrieval effectiveness through interpolation of scores from traditional and learned sparse ranking models [REF0].

UniCOIL, a learned sparse retrieval model, has been shown to outperform DeepImpact in terms of retrieval effectiveness [REF1]. Additionally, dense-sparse hybrid models, such as TCTColBERTv2 combined with BM25 and doc2query-T5, have also been explored [REF1]. These findings highlight the ongoing exploration of different configurations and combinations of term weighting models and document expansion techniques in learned sparse retrieval.

Transformer-based ranking methods, such as ColBERT, have been computationally expensive due to the application of transformers to each document during query time [REF2]. In contrast, learned sparse representations aim to approximate the effectiveness of transformer-based methods while retaining the efficiency of traditional bag-of-words rankers like BM25 [REF2]. The main objective of learned sparse representations is to learn the terms under which a document should be indexed (document expansion) and the impact scores that should be stored in the corresponding inverted index postings (learning impacts) [REF2]. By doing so, the resulting ranking function approximates the effectiveness of transformer-based rankers while maintaining the efficiency of inverted-index based methods [REF2].

DeepImpact, a recently proposed learned sparse representation model, addresses the issues of document expansion and term weighting [REF3]. It utilizes document expansion through doc2query-T5 to identify dimensions in the sparse vector that should have non-zero weights [REF3]. The term weighting model of DeepImpact is based on a pairwise loss between relevant and non-relevant texts with respect to a query [REF3]. The model directly predicts term weights, which are then quantized and stored as impact scores in the inverted index postings [REF3]. This approach draws a connection to previous research in information retrieval and emphasizes the importance of learned impacts in the ranking process [REF3].

While learned sparse retrieval approaches have shown effective retrieval, they are often slower than traditional counterparts [REF4]. To address this performance gap, a novel heuristic index traversal mechanism has been proposed, which accelerates DeepImpact retrieval without compromising effectiveness [REF4]. Experimental results demonstrate that this heuristic approach can improve the processing speed of DeepImpact retrieval by a factor of four [REF4].

Learned sparse retrieval techniques offer flexibility in terms of applying expansion and re-weighting to documents and queries [REF5]. For example, DeepCT proposed a regression-based term weighting model without expansion, while DeepImpact combined doc2query-T5 as an expansion model with a term weighting model trained using pairwise loss [REF5]. Exploring different combinations and configurations of expansion and term weighting components can provide insights into the contributions of each component in learned sparse retrieval [REF5].

The advantages and disadvantages of dense and sparse approaches in learned representations for information retrieval are still being explored [REF6]. While dense retrieval techniques aim to maximize inner products between queries and relevant documents using transformer-based encoders, sparse retrieval techniques, such as BM25, rely on exact match ranking models [REF6]. The ongoing research in this area will shed light on the future of learned representations in information retrieval [REF8].

In conclusion, learned sparse retrieval models have shown promising results in improving retrieval quality while maintaining efficiency. The combination of traditional and learned sparse ranking models, along with novel heuristic index traversal mechanisms, has contributed to bridging the efficiency gap between neural and traditional sparse models. Further exploration of different configurations and combinations of expansion and term weighting components will enhance our understanding of the impact of each component in learned sparse retrieval.
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Title: Learned Sparse Retrieval - Sparse representation learning

Several approaches have been proposed to enhance traditional sparse Bag-of-Words (BoW) representations using Pre-trained Language Models (PLMs) [REF0]. PLM-based models, such as DeepCT and Doc2query, have been developed to estimate term weights by considering contextualized information and generating document-level term weights [REF0]. These models have shown improvements compared to traditional methods like BM25 [REF0]. However, a key difference between these methods and our work is that DeepCT and Doc2Query train an auxiliary intermediate model to refine sparse representations, while our approach, SparTerm, directly learns sparse representations within the entire vocabulary [REF0].

Sparse representation learning has gained attention due to its ability to combine the advantages of BoW models, such as exact term matching, efficiency of inverted indexes, and interpretability, with the potential for semantic-level matching and reduced vocabulary mismatch [REF1]. By leveraging the deep knowledge of PLMs, SparTerm significantly enhances the ranking performance of term-based representations while maintaining the interpretability and efficiency of BoW methods [REF3]. Moreover, empirical analysis has shown that the transfer of deep knowledge from PLMs to sparse methods provides new insights for sparse representation learning [REF2].

Traditional term-based methods, like TF-IDF and BM25, are widely used in information retrieval systems due to their efficiency in literal matching [REF4]. However, these methods are often considered to have limited representation capacity and inadequate semantic-level matching [REF4]. Sparse Neural Ranking Models (SNRM) have been proposed to address these limitations by learning latent sparse representations based on dense neural models [REF4]. However, SNRM sacrifices the interpretability of original terms, which is crucial for industrial systems [REF4].

In the context of information retrieval, there has been a growing interest in combining the strengths of dense and sparse representations [REF5]. Dense retrieval with approximate nearest neighbors search has shown promising results, but it lacks the ability to explicitly model term matching [REF1]. Sparse representations, on the other hand, offer exact term matching, efficiency, and interpretability [REF1]. Our proposed approach, SparTerm, aims to leverage the benefits of both dense and sparse representations by learning sparse, expansion-aware representations for documents and queries [REF8]. By jointly optimizing ranking and regularization losses, SparTerm achieves state-of-the-art ranking performance among all sparse models [REF9].

In conclusion, learned sparse retrieval methods, such as SparTerm, have emerged as a promising approach to enhance traditional sparse representations in information retrieval. By leveraging the deep knowledge of PLMs and combining the strengths of dense and sparse representations, these methods offer improved ranking performance while maintaining interpretability and efficiency. Further research in this area can provide valuable insights into sparse representation learning and its applications in various information retrieval tasks.
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